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Abstract: The guidance of attention helps human vision system to detect objects rapidly. In this study, the authors present a new
saliency detection algorithm by using bag-of-words (BOW) representation. The authors regard salient regions as coming from
globally rare features and regions locally differ from their surroundings. Our approach consists of three stages: first, calculate
global rarity of visual words. A vocabulary, a group of visual words, is generated from the given image and a rarity factor for
each visual word is introduced according to its occurrence. Second, calculate local contrast. Representations of local patch are
achieved from the histograms of words. Then, local contrast is computed by the difference between the two BOW histograms
of a patch and its surroundings. Finally, saliency is measured by the combination of global rarity and local patch contrast. We
compare our model with the previous methods on natural images, and experimental results demonstrate good performance of
our model and fair consistency with human eye fixations.
1 Introduction

The mechanism of selective visual attention helps us direct
our gaze towards an object of interest at the first glance.
Hence, saliency models can be a preliminary process for
object detection which has been widely studied in the
recent years [1–5]. Most traditional methods interpret
saliency as ‘conspicuous’ and they mostly work well in
simple scenes with obvious objects (e.g. a red flower
among green grasses in Fig. 1a). However, in many
real-world applications, the situation may not look that
easy. Complex scenes usually contain objects which share
high similarities with the background, or the background
looks cluttered (e.g. a squirrel is on the branches in
Fig. 1b). Although human can grasp the objects with ease
in both simple and complex scenes, many traditional
saliency models fail because of certain drawbacks. First,
most saliency models are based on ‘fixed’ contrast detector
or feature representation. The most classical model
proposed by Itti et al. [6] implemented simple red/green
and blue/yellow colour contrasts, which works for obvious
salient targets (e.g. a red object on a green background).
However, human vision system may implement many more
subtle colour contrast detectors making it functional even in
complex scenes [7]. Still, there are many saliency detection
approaches (e.g. [8–10]) adopt sparse coding for image
representation which explains what happened in the simple
cells of primary visual cortex (V1) [11]. The assumption is
that an image can be represented in terms of a liner
superposition of basis functions. However, these models
may result in limited discriminative power for
representation. The reason is that large training data are
needed in order to gain the basis functions. Morever, the
size of representation vectors for the image would be fixed
regarding to the number of basis functions. Second, many
methods calculated saliency in a single perspective. Some
methods [6, 12] calculated the saliency on a local
perspective. However, because of the lack of the
considerations of global properties of the image, the
algorithm would easily miss the salient object or be fooled
by local distracters. Meanwhile, some other models [8, 13,
14] calculated the saliency on a global perspective. Their
general performances are limited because of the lack of
local concerns. However, biological evidence shows that
both global and local properties of visual scenes interact in
the perception of visual information [15]. This is because
V1 does not only operate as local spatial function, but also
has the capability of global scene organisation [4]. Being
different from approaches which regard saliency solely as
local contrast, global rarity or local rarity, global and local
perspectives were jointly considered in [16, 17] by
underlying the idea that salient regions are distinctive with
respect to both their local and global surroundings.
However, their detection performance still could be
improved in terms of local detection and image
representation, especially for the complex scene.
In this paper, we propose a saliency model using

bag-of-words (BOW) and the saliency is measured in both
global and local perspectives. This model uses BOW image
representation which may lead to a more flexible and
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Fig. 1 Illustration of simple scenes and complex scenes

a Simple scene with obvious object (the flower);
b Complex scene with non-obvious object (the squirrel) and cluttered background (the branches);
c Itti et al.’s [6] saliency detection result of a which successfully hit the object (red flower);
d Itti et al.’s [6] saliency detection results of b which miss the object (the squirrel)

Fig. 2 Example of BOW representations for an image and its
patches. By generating the vocabulary from the given image, the
image (patch) representations can be flexible

a Example image A
b Example image B
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discriminative representation. Besides, saliency is measured
in both global and improved local perspectives which make
it more consistent with human visual system. Although
motivation of both this work and our early one [17] are
both built on global and local perspectives, differences lie
at the calculations in the local perspective part and
representation. In our previous work [17], contrast was
measured by the difference between a patch and the entire
image. Whereas in this paper we measure contrast by the
differences between a patch and its surroundings for better
adaptability in complex scenes. In addition, we adopt the
BOW representation for the image and its patches for better
discriminative power. We regard salient regions as coming
from globally rare features and locally contrast regions. We
also compare our model with human eye fixation data on
viewing natural scenes and apply it in salient object
detection in cluttered backgrounds. Experimental results
demonstrate good performance of the proposed model.

2 BOW representation

The BOW representation originates from the idea in the text
data mining community that an image can be treated as a
document and thus ‘words’ in images can be defined too. In
the computer vision community, BOW representation is
defined as the histogram representation based on
independent features which are known as ‘visual words’.
Then, the collection of ‘visual words’ forms a ‘vocabulary’
[16]. The histogram representation exhibits the proportion
of contribution of each visual word in constructing the
image. To achieve this, it usually includes following three
steps: feature detection, feature representation and
vocabulary generation.
For an input image I, we generate vocabulary Ω = {Wk} =

{W1, …, WN} through k-mean clustering over the feature sets
of image I, where {Wk} denotes words within vocabulary Ω
and N is the total number of words. Note that this is
slightly different from approaches adopting BOW for image
300
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classification or object categorisation [18, 19] which usually
trains their vocabulary from image datasets. To focus on the
given image, we generate one vocabulary for one image
towards a more flexible and discriminative representation.
For example, Fig. 2 shows two types of images and
demonstrates efficiency of BOW representations for an
image and its patches. Image A is rich in content which
IET Comput. Vis., 2014, Vol. 8, Iss. 4, pp. 299–304
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depicts a scene in the park with a gym, a car, sidewalks and
trees. While image B conveys less information showing a
squirrel on the branch. Using one vocabulary for one image
is flexible since visual words that have nothing to do in
constructing the scene will be discarded. Moreover, it can
be more discriminative. For image B with objects that do
not look that conspicuous, with the vocabulary obtained
from the given image, we are able to explore even minor
feature contrasts.
As vocabulary Ω is consisted by visual words which

together depict the entire image, BOW representation of a
local patch Im(Im∈ I ) can also be obtained from exactly
the same vocabulary Ω. We first detect visual primitives of
a patch, and then find out the most appropriate visual word
using nearest-neighbour matching. Thus, patch Im can be
denoted as

Im �V Hm = {hmk }
N
k=1 = hm1 , ..., h

m
N

{ }
(1)

where notion �V indicates the correspondence between a
patch and its BOW histogram representation. Hm is a
N-dimensional vector representing the histogram of words
for patch Im over vocabulary Ω with hmi indicating the
probability of occurrence of word Wi (see Fig. 2).

3 Proposed saliency model

We measure saliency from global and local perspectives and
Fig. 3 illustrates the overview of the proposed model. In our
approach, saliency is regarded as coming from globally rare
features and locally contrasted regions. The proposed model
consists of three stages: global perspective, local
perspective and saliency estimation.

3.1 Global perspective

The global perspective aims at exploring globally rare
features. Inspiration comes from cognitive finding that
novel events easily attract human attention [20].
As mentioned in Section 2, the input image I can be

denoted by BOW representation H as

I �V H = {hk}
N
k=1 = {h1, . . . , hN} (2)
Fig. 3 Overview of the proposed model
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where hk denotes probability of occurrence of visual wordWk.
In our implementation, only colour feature is considered. The
reason is that human is most sensitive to colour information
which has the highest discriminative power among other
features such intensity or texture [21]. In our method, RGB
colour model is used to represent the input image. This
model is an additive colour model where red, green and
blue components are added together in various ways to
reproduce a broad array of colours.
Here, we introduce a rarity factor rk associated with each

word Wk indicating how anomalous it is in depicting the
global image. We define it as

rk = exp (−hk/s
2) (3)

The common sense is that low occurrence probability lead to
high rarity. Note that we calculated the rarity factor in an
exponential function to maintain a balance for rarity factors
of all the visual words. Throughout the experiment, sigma
for good performance can range from 1.4 to 4 and we set σ
to be 3 in this paper.
3.2 Local perspective

The local perspective aims at exploring locally contrasted
regions. Following the centre-surround mechanism [20], we
calculate the difference between BOW representations of a
patch and its surrounding patches.
Let IC be the centre patch and its surrounding patches

together be IS. Similarly with (1), we have

IC �V HC = {hCk }
N
k=1 = hC1 , . . . , h

C
N

{ }
(4)

IS �V HS = {hSk}
N
k=1 = hS1, . . . , h

S
N

{ }
(5)

Histogram HC and HS denote BOW representations from the
centre patch IC and the surrounding patches IS, respectively.
One way to measure difference is to calculate the distance
between the two histograms HC and HS. Here, we use a
measurement as χ2 distance. Thus, local contrast can be
301
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Table 1 AUCS of different methods

Model AUC

SUN [12] 0.6884
AIM [8] 0.7257
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computed as

diff (IC, IS) = x2(HC, HS) =
∑
k

hCk − hSk
( )2

(1/2) hCk + hSk
( ) (6)
SR [13] 0.7315
LG [9] 0.7356
ICL [14] 0.7636
RARE [24] 0.8045
ours 0.8104
3.3 Saliency estimation

Finally, saliency is estimated as the combined effect from
globally rare features and locally contrasted regions. We
measure saliency as the weighted contrast between a patch
IC and its surrounding patches IS, where the weight comes
from global features as we intend to highlight influences of
rare visual words. Specifically, it is defined as the weighted
χ2 distance between the two BOW histograms HC and HS

Saliency(IC) = weighted diff (IC, IS)

=
∑
k

rk
hCk − hSk
( )2

(1/2) hCk + hSk
( )

( )
(7)

where the first term rk comes from the global perspective,

while the second term hCk − hSk
( )2

/
)
(1/2) hCk + hSk

( )( )
comes from the local perspective.

4 Experimental results

We evaluate our model by comparison with human eye
fixations and application in object detection in cluttered
backgrounds.

4.1 Comparison with human eye fixations

We evaluated our model on TORONTO dataset [22] collected
by Bruce, which contains eye fixation records from
20 subjects in a viewing task of 120 natural images in size
of 681 × 511. We find that the number of visual words may
lead to a relatively good performance and this good
performance can be maintained with a vocabulary varying
from 40 to 100 words. In our experiment, a vocabulary
with 60 visual words was generated for each given image.
The images were divided into 300 patches equally as much
as possible without overlapping. We may slightly change
the number of patches for approximation when the image
cannot be perfectly equally divided, thus, the patches may
Fig. 4 ROC curves of our model and other state-of-the-art
approaches on the TORONTO dataset
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have different size. For a single patch, its neighbouring
24 patches will be considered as the surrounding patches.
Generally, the number of patches does not depend on the
size of an image, but related to the object scale among the
image in a certain degree. For example, an image shows a
big object, we probably should set a small number of
patches. As in this case the object covers major part of an
image, only a few patches are necessary to be investigated.
On contrary, if we set a large number of patches the size of
the patches may become too small and they convey
information that is too trivial for depicting an object.
Similar to the previous works, we adopt AUC (Area Under

receiver operating characteristic Curve) as evaluation method
with its implementation provided by Judd et al. [23] The
selection of comparing methods is referred to: citation (Itti
et al. [6] is widely cited), variety (For computational
strategy, Itti et al. [6] and SUN [12] are local methods,
AIM [8], SR [13] and ICL [14] are global methods. For
feature description, Itti et al. [6] is the method that fixed
contrast features, AIM [8], ICL [14], SUN [12] and LG [9]
are methods that use ICA or PCA features), recency (LG [9]
and RARE [24] are recent methods). Fig. 4 shows ROC
curves of our model and other state-of-the-art approaches.
Table 1 lists the AUC of different models and shows that
our model achieves the highest performance.

Fig. 5 compares results between the human fixation data
and the saliency maps of our model and other
state-of-the-art approaches. As shown in the figure , local
methods (e.g. Itti and SUN) are easily attracted by the
boundary. Global methods (e.g. AIM, SR, ICL) sometimes
cause false alarm by regarding non-salient regions as salient
ones. LG and RARE are global–local methods. However,
LG sometimes miss the salient objects when the input
image is complex. Maybe this is because it simply
combined local and global saliency. Although our
framework is quite similar with that in LG [9], the biggest
difference lies at the representation part. The LG adopted a
dictionary of 200 basis functions learned from a large
repository of natural images, whereas we use a vocabulary
(dictionary) learned from the current image. RARE has
general good performance with small false alarm being
detected. Our model exhibits high consistency with the
human visual system because of two reasons. First, we
highlight rare features. This is consistent with the basic
concept of saliency that novel events are easily attracting
human attention [25]. Second, exploiting both global and
local properties makes the saliency more similar to human
cognitive behaviour [15].

4.2 Salient object detection in cluttered
backgrounds

We also tested our model on salient object detection using
images collected by Li [26]. The dataset contains 235
IET Comput. Vis., 2014, Vol. 8, Iss. 4, pp. 299–304
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Fig. 5 Visual comparison of our model and state-of-the-art models over samples from TORONTO dataset

Fig. 6 Saliency detection results of our model and others detection on images with cluttered background
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colour images in size of 640 × 480 which are divided into six
different categories. Both human fixation records (saccades
data) and human labelled results are provided in the dataset.
In this experiment, we focused on the category (15 images)
with cluttered backgrounds to demonstrate the robustness of
the proposed model. Ground truth is represented in binary
map with one indicating more than half the subjects agreed
that the region belonged to a salient object and against for
0. Cluttered background is complex which can be sparse,
diverse or with repeated patterns. Saliency detection results
are shown in Fig. 6.
Itti et al.’s [6] method only implemented simple feature

contrasts (e.g. red/green and blue/yellow for colour) which
works good for obvious salient targets. However, it may
easily fail when objects are not that conspicuous. AIM,
SUN and ICL usually fail in cluttered background since
they use PCA/ICA features which are trained from a dataset
of natural images. The feature representations they use may
not remain to be discriminative when the background is
cluttered. Our method successfully detects the objects in
complex scenes. One reason is we adopt BOW
representation from the given image, thus stronger
discriminative power can be achieved. The other reason is
both improved global and local perspectives have been
considered making it more consistent with human
perceptive behaviour.
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5 Conclusions

In this letter, we present a saliency detection model based on
BOW through global and local exploitations. The model
effectively conveys the saliency notion of global rare and
local contrast. We evaluate the proposed model by the
comparison with human eye fixation data and application in
object detection task with cluttered background. The
experimental results demonstrate good performance of the
proposed model. Moving forward, however, our proposed
framework can be generalised to handle data such as video
and in-depth images.
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