Abstract—Rate control (RC) optimization is indispensable for scalable video coding (SVC) with respect to bitstream storage and video streaming usage. From the perspective of centralized resource allocation optimization, the inner-layer bit allocation problem is similar to the bargaining problem. Therefore, bargaining game theory can be employed to improve the RC performance for spatial SVC. In this paper, we propose a bargaining game-based one-pass RC scheme for spatial H.264/SVC. In each spatial layer, the encoding constraints, such as bit rates, buffer size are jointly modeled as resources in the inner-layer bit allocation bargaining game. The modified rate-distortion model incorporated with the inter-layer coding information is investigated. Then, the generalized Nash bargaining solution (NBS) is employed to achieve an optimal bit allocation solution. The bandwidth is allocated to the frames from the generalized NBS adaptively based on their own bargaining powers. Experimental results demonstrate that the proposed RC algorithm achieves appealing image quality improvement and buffer smoothness. The average mismatch of our proposed algorithm is within the range of 0.19%–2.63%.
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I. INTRODUCTION

W ith the rapid growth of network transmission capacity, enjoying video applications anytime and anywhere

with various display terminals will be a desirable feature in the near future. For example, users may access the home video surveillance content by their smart phones with small resolution through the 4G LTE network, or replay it in their laptop with high definition (HD) display through the cables. To achieve the video streaming adaptation under multiple terminals that are connected with different network configurations, a simple method is to encode the raw video several times with different settings. However, it is difficult for content providers to manage their huge of video streams. Another way is using transcoding techniques [1] but this kind of approach usually has a high computation complexity. To solve the problem posed by the characteristics of network transmission and application environment, the concept of scalability is introduced and supported in video compression, denoted as SVC [2]. The term scalability means that the terminals can decode from parts of the video stream to adapt it to the specific application requirements. In other words, SVC is an effective way to share and utilize the available bandwidth resources.

SVC has been investigated for more than two decades [3]. For example, the scalable bitstream is supported in the earlier international video coding standards such as MPEG-2, H.263 and MPEG-4. However, the scalable function will cause significant loss in coding efficiency and large increase in decoder complexity. Due to the lack of hardware computing power and limited bandwidth, these standards are not commercially successful. With the development of computation power of terminals and novel video tools such as the Hierarchical B-picture (HBP) structure and inter-layer prediction, H.264/SVC becomes a successful standardized scalable extension of H.264/AVC. In H.264/SVC, three kinds of scalability named spatial, temporal and quality scalability are supported in the bit stream according to the encoding configuration. For spatial SVC, the source video with high spatial resolution is downsampled with different spatial resolution. Then each SL is assigned with a fixed spatial resolution. For each SL, the HBP structure based temporal scalability and inter-layer prediction mechanisms are supported to improve the coding performance.

To adapt video stream to different channel bandwidth, terminal and user’s requirement, RC plays an important role. It devotes to achieve a balance between visual quality and buffer smoothness under a given bandwidth constraint [4], [5]. For SVC, the video is usually encoded into bitstreams at
certain bit rates for storage although the SVC bitstreams can be decoded partially in decoder to achieve spatial, temporal or bit rate scalabilities [6]. In addition, to achieve compliant buffer constraint of video streaming, rate control is also needed for manipulating buffer constraint which was defined as hypothetic reference decoder (HRD) in both H.264/AVC and H.264/SVC. Thus, RC is indispensable for SVC with respect to bitstream storage and video streaming usage.

Existing bit allocation schemes for the spatial H.264/SVC mainly focus on the inter-layer bit allocation and inner-layer bit allocation. According to the application scenario of SVC, the target bit rate for the SLs are fixed or adaptively allocated. For the adaptive allocating scenario, the inter-layer bit allocation is employed to improve the system performance by adaptively allocate the bandwidth among different layers. Pranatha et al. [7] proposed a highly complex trellis-based scheme which can obtain a near-optimal solution compared to the full search algorithm. Since the inter-layer dependency relationship introduced by the inter-layer prediction is not well addressed, Liu et al. [8] investigated the dependency relationship between the base layer (BL) and enhancement layers (ELs) caused by the inter-layer prediction. They proposed a four-pass inter-layer bit allocation algorithm with good R-D performances. However, these two RC algorithms are time consuming due to the multi-pass encoding, which is more suitable for offline applications.

For the fixed allocating scenario, the target bandwidth for each SL is fixed. Therefore, the rate controller only needs to consider the inner-layer bit allocation. Several works on the one-pass bit allocation for HBP structure. For example, Xu et al. [10] proposed a scaling factor scheme to indicate the importance of different temporal levels (TLs) in the bit allocation scheme. Seo et al. [11] proposed a modified R-D model based on both the Variance Of Difference (VOD) and Mean Absolute Difference (MAD). Hu et al. [14] proposed a R-D model based on the linear quality dependency relationship and adaptively predicted the weighting factors to allocate bits efficiently among TLs. In spatial H.264/SVC, the lower SL is encoded before the higher SL for the same frame index. Therefore, the coding information of the lower SL is available to the higher SL, which might be helpful for further improvement on the R-D performance. Liu et al. [9] proposed a switchable MAD prediction algorithm, where the MAD information of the lower SL was adopted to predict the MAD of higher SL. Hu et al. [6] proposed a two-stage quantization parameter (QP) determination scheme by investigating the inter-layer information. In addition, the use of machine learning based algorithm is an interesting direction for mining the relationship between the coding information and objective function of RC scheme. For example, Sanz-Rodriguez et al. [15] proposed a novel variable bit rate (VBR) controller with radial basis function (RBF) network based QP estimation model to control the QP fluctuations. The model parameters are pre-trained and fixed during the implementation, in which the performance of algorithm may depend on the size of training set.

In this paper, the inner-layer bit allocation optimization of spatial H.264/SVC is investigated by introducing bargaining game theory. Firstly, the characteristics of the bit allocation problem are described as follows.

1) For the bit allocation of each SL, the frames in the same group of picture (GOP) compete for the limited resources (bandwidth, buffer size), which can be regarded as a multi-player resource allocation problem;

2) The inner-layer bit allocation should make a balance between system performance in terms of R-D performance, quality smoothness and buffer smoothness, which is also a multi-objective optimization problem.

Based on the above discussions, the inner-layer bit allocation problem is one special form of centralized resource allocation problem, which is similar to bargaining problem. Therefore, the process of inner-layer bit allocation can be modeled as bargaining games and solved by the corresponding axiomatic solutions. For video coding, the game theory based approach has shown its power on solving the bit allocation problem among the basic coding units. For the constant bit rate (CBR) RC optimization of MPEG4, the macroblock (MB) level and object level bit allocation problem were modeled as bargaining game [16] and an non-cooperate game [17], respectively. In our previous work [18], the bargaining game was employed for the frame level bit allocation of HBP structures of H.264/AVC. All the players (MBs/frames) in the bit allocation bargaining game [16], [18] are with equal bargaining power. These methods could improve the R-D performance of bit allocation. However, fairness problem [19] has not been fully addressed especially when the coding complexity of players are entirely different. As a variant of NBS, generalized NBS can improve the fairness by assigning players with different bargaining powers [19]. On the other hand, to exploit the coding redundancy, the inter-layer prediction technique is adopted in spatial H.264/SVC, which makes the R-D relationship different and hard to be estimated. At last, the buffer constraints are not concerned in the bargaining process. In this paper, the inner-layer bit allocation problem is modeled as bargaining game and solved by the generalized NBS. The major contributions of this paper are listed as follows.

1) Improve the R-D performance. To improve the prediction accuracy, guarantee the convexity of feasible utility set and reduce the computation complexity of solution, we investigate the R-D model by incorporating with the inter-layer coding information.

2) To guarantee the buffer smoothness, buffer constraints are modeled as lower and upper bound in the final optimization problem.

3) To improve the quality smoothness, the generalized NBS with adaptively determined bargaining powers is employed to obtain a closed-form solution in the optimization problem.

The rest of the paper is organized as follows. In Section II, the inner-layer bit allocation bargaining game is modeled. Section III provides the overall RC algorithms with parameter estimation and updating method. The experimental results on H.264/SVC codec are provided in Section IV. Finally, Section V concludes the paper.
II. PROPOSED INNER-LAYER BIT ALLOCATION BARGAINING GAME

In this section, the theoretical framework is firstly described for the inner-layer bit allocation bargaining problems of spatial H.264/SVC. Next, the utility function of players are defined based on the R-D model for the SLs. Finally, the generalized NBS is adopted to solve the bit allocation problem.

A. Inner-Layer Bit Allocation Bargaining Game

Bargaining is a type of negotiation in which players try to select one from many possible choices and eventually reach an agreement. The bargaining game models the bargaining interactions among players. In bargaining game, players compete for the limited resources and try to reach an agreement that has mutual benefits among them [19]. Each player has its own utility function to quantify its preference over the resources. If the total resources requested by players are less than the available, all the players’ request are satisfied. Otherwise, the negotiation is compromised and all players will only obtain the minimum utility, named as disagreement point [20]. For spatial H.264/SVC, each SL has a limited bandwidth and buffer size, and it may not be able to assign satisfied bandwidth for all frames. As one kind of resource allocation problem, the inner-layer frame level bit allocation process is modeled as the bargaining game problem. Each frame-level rate controller of non-encoded frame in the same GOP is regarded as a player. For convenience, we assume that the total number of SL is L as shown in Fig. 1. For the SL s, total Ns players cooperate to divide the available bit rates Rs (remaining bits of the current GOP). The utility function of player js is denoted as Uj,s(Rj,s), where Rj,s is the number of allocated bits for the player js. During the bargaining game, each player will try to request for more bits to improve its image quality. Meanwhile, the player js will claim a minimum utility dj,s that can be derived from the bit rate Rs0,j,s. In other words, the player js should be guaranteed a basic bit rate budget Rs0,j,s. In addition, to avoid the buffer overflow or underflow, the number of bit allocated for the player js should be smaller than the maximum bandwidth budget, respectively. In this paper, the maximum bandwidth budget and minimum bandwidth budget is defined as Rj,s max and Rj,s min, respectively. Given a combination of strategies carried out by all non-encoded frames Rs = (R1,s, R2,s, ..., RN,s,s), then Uj,s = (U1,s(R1,s), U2,s(R2,s), ..., UN,s,s(RN,s,s)) is the corresponding utility of the game. Let that d js = (d1,s, d2,s, ..., dN,s,s) be the disagreement point. Assume the feasible set Us = {Us} ⊂ Rs is nonempty, convex, closed and bounded, then the pair (Us, ds) defines the bargaining problem for the SL s. To solve the bargaining game, the concept of Pareto Optimality is firstly defined as follows.

Definition 1 (Pareto Optimality [20]): The bit allocation point Us = (U1,s, ..., UN,s,s) ∈ Us is Pareto optimal if Vs = Us for each Vs = (V1,s, ..., VNs,s) ∈ Us with Vs ≥ Us.

Based on the properties of game, the bit allocation bargaining game with multiple players may contain numbers of Pareto optimal points. Therefore, we need a criterion for selecting the optimal Pareto optimality point, called the bargaining solution.

Definition 2 (Bargaining Solution [20]): A bargaining solution is a Pareto optimality point that satisfies the desired fairness axioms.

B. Rate Distortion Model Based Utility Function and Convexity

1) Rate Distortion Model for Spatial Layer: The utility function of players is defined based on the R-D model. To improve the R-D performance of RC problem, the most important thing is to build an accurate R-D model. In the literatures, many classical R-D models have been proposed. For example, analytical R-D models such as Cauchy distribution based model [21], quadratic model [22], Sum of Absolute Transform Differences (SATD) based model [23] and improved ρ-domain model [24], [25] had been widely investigated to enhance the accuracy of R-D relationship estimation. However, the R-D models are codec-specific. Therefore, we investigate the R-D model for spatial H.264/SVC.

In spatial H.264/SVC, the inter-layer prediction technique is introduced to exploit the coding redundancy, which makes the R-D characteristic different. Hence, we conduct experiments to exploit the R-D characteristics, where two SLs and four TLs are employed. The resolutions of the two layers for different TLs is also significantly different. On the other hand, the frames in the same TL have similar R-D characteristics. Therefore, each TL should have its own R-D model to reflect the coding complexity and quality preferences. As shown in (1), the quadratic based R-Q models are employed to achieve the bit allocation for their accuracy.
and easy implementation.

\[ R_{t,s} = \frac{k_{t,s} \cdot m_{t,s}}{Q_{t,s}} + \frac{v_{t,s} \cdot m_{t,s}}{Q_{t,s}^2} + h_{t,s}, \]  (1)

where \( k_{t,s} \) and \( v_{t,s} \) are the model parameters of the TL \( t \) in the SL \( s \). The \( m_{t,s} \) is the MAD value of of the TL \( t \) in the SL \( s \). \( h_{t,s} \) is the average header bits of the TL \( t \) in the SL \( s \). As shown in Table I, the R-square values for the SL 0 and 1 are 0.982 and 0.957 in average, respectively. It indicates that using (1) can achieve accurate fitting result for different test sequences.

The Cauchy distribution based R-D models are also employed for defining the utility function as shown in (2).

\[ D_{t,s} = \alpha_{t,s} \cdot R_{t,s}^{-\gamma_{t,s}}, \]  (2)

where \( \gamma_{t,s} \) and \( \alpha_{t,s} \) are the model parameters of the TL \( t \) in the SL \( s \). To evaluate the fitting accuracy of proposed R-D model, experiments were conducted. As shown in Table II, the R-D model in (2) could achieve good R-square value except for the R-D relationship of the SL 1. The R-square value for the SL 1 is only 0.576 in average. In other words, the fitting results are unacceptable.

Due to the reference relationship between the SLs in H.264/SVC, the output bit rate and distortion of the SL \( s \) (\( s > 0 \)) may depend on the QP of its reference layer. Therefore, the relationship between the SL \( s \) and its reference layer should be exploited to improve the accuracy of R-D model. In the experiments, we fix the \( Q_0 \) value and vary the \( Q_1 \) value. As shown in Fig. 3(a) and 3(b), the bit rates of the SL 1 is independent of the QP of the SL 0 when the QP of SL 1 is fixed. It indicates the QP of the SL 0 has little influence on the bit rate of the SL 1. That is the reason why the model (1) can achieve good performance for all the SLs. As shown in Fig. 3(c), the distortion of the SL 1 is influenced by the QP of the SL 0, particularly when the SL 0 is compressed with larger QP. The distortion dependency is caused by distortion propagation from the SL 0. Therefore, the R-D model for the SL \( s \) (\( s > 0 \)) can be rewritten as follows.

\[ D_{t,s}(Q_{t,s-1}, R_{t,s}) = f_{t,s}(Q_{t,s-1}) \cdot R_{t,s}^{-\gamma_{t,s}}, \]  (3)

where \( f_{t,s}(\cdot) \) is a function of \( Q_{t,s-1} \). In another experiment, we fix the \( Q_1 \) value and varied the \( Q_0 \) value. As shown in Fig. 3(d), when the \( Q_1 \) value of SL 1 is fixed, the relationship between the \( Q_0 \) of the SL 0 and the distortion of the SL 1 can be presented by a linear model. As the output rate of SL 1 increases (\( Q_1 \) value decreases), the slope of the linear model decreases. Then, we have

\[ f_{t,s}(Q_{t,s-1}) = \mu_{t,s} \cdot Q_{t,s-1} + b_{t,s}. \]  (4)

Therefore, the R-D models in (2) are modified as

\[ D_{t,s} = \left\{ \begin{array}{ll} \alpha_{t,s} \cdot R_{t,s}^{-\gamma_{t,s}}, & s = 0 \\
(\mu_{t,s} \cdot Q_{t,s-1} + b_{t,s}) \cdot R_{t,s}^{-\gamma_{t,s}}, & s > 0 \end{array} \right. \]  (5)

where \( \mu_{t,s} \) and \( b_{t,s} \) are the model parameters of the TL \( t \) in the SL \( s \). As shown in Table II, the R-square values for the SL 1 is 0.918 in average when (5) is adopted. Compared to the R-D model in (2), using (5) can improve the fitting accuracy. For the practical implementation of R-D model regression in one-pass RC algorithm, it is difficult to obtain an accurate estimation of parameter \( \gamma_{t,s} \), which is sensitive to the disturbance. Traditional approaches are to fix or bound the \( \gamma_{t,s} \) in a small range based on the prior knowledge. In this paper, we modified the (5) to make a balance between estimation accuracy and implementation simplicity:

\[ D_{t,s} = \left\{ \begin{array}{ll} \alpha_{t,s} \cdot (R_{t,s} + c_{t,s})^{-1}, & s = 0 \\
(\mu_{t,s} \cdot Q_{t,s-1} + b_{t,s}) \cdot (R_{t,s} + c_{t,s})^{-1}, & s > 0 \end{array} \right. \]  (6)

where \( c_{t,s} \) are the model parameters of the TL \( t \) in the SL \( s \). The \( \gamma_{t,s} \) is fixed as 1. As shown in Table II, the R-square values for the SL 0 and 1 are 0.951 and 0.898 in average, respectively. It indicates that the modified R-D model can achieve acceptable estimation accuracy.
2) Definition of Utility Function: For video coding, the image quality is very important. Thus, we use the image quality to reflect the utility of each player. To define an effective utility function for one-pass rate control scheme, two criteria must be satisfied. First, we should guarantee the allocation game of SLs is convex. Where \( U_j = \{a_i, \mu_{t,s} : \theta_{t,s-1} + b_{t,s}, s > 0. \} \) is the allocated bits for the player \( j \) involved in the bit allocation game of SL \( s \).

3) Convexity of Feasible Utility Set: In the bargaining problem, the properties of feasible utility set will influence the selection criteria of bargaining solution. Thus, we need to prove the convexity of feasible utility set. Theorem 1: The feasible set \( U_s \) is a convex set.

Proof: From the definition of convex set, the feasible utility set \( U_s \) is convex if and only if for any utility point \( X = (X_1, \ldots, X_{N_s}) = (U_{1,s}(x_1), \ldots, U_{N_s}(x_s)) \), \( Y = (Y_1, \ldots, Y_{N_s}) = (U_{1,s}(y_1), \ldots, U_{N_s}(y_s)) \) in \( U_s \) and any \( \theta \) with \( 0 \leq \theta \leq 1 \), s. t. \( \theta X_s + (1 - \theta) Y_s \in U_s \), where the \( x_s = (x_1, x_2, \ldots, x_{N_s}) \) and \( y_s = (y_1, y_2, \ldots, y_{N_s}) \) are the bit rate allocation strategies which satisfy the rate constraints. For every \( j \), \( R_{j,s}^{\min} < x_{j,s} \leq R_{j,s}^{\max}, \) \( R_{j,s}^{\min} < y_{j,s} \leq R_{j,s}^{\max} \), and \( \sum_{j=1}^{N_s} x_{j,s} \leq R_s^c, \sum_{j=1}^{N_s} y_{j,s} \leq R_s^c \).

For any \( \theta \) with \( 0 \leq \theta \leq 1 \), the following inequality holds. Therefore, the feasible utility set \( U_s \) is convex.

C. Generalized Nash Bargaining Solution

Since the utility set \( U_s \) is convex and bounded, the NBS defined in the following is suitable for solving the bit allocation bargaining game.

Theorem 2: (NBS) [20] Let \( F_s : (U_s, d_s) \rightarrow \mathbb{R}^{N_s} \), the NBS is a unique bargaining solution \( U_s^* = F_s(U_s, d_s) \) to the bit allocation bargaining game if all the axioms below are satisfied, which can be described as

\[
U_s^* = \arg \max_{U_s \in U_s} \prod_{j=1}^{N_s} (U_{j,s} - d_{j,s})
\]
The axioms for a NBS are listed as follows.

1) Individual Rationality: $U^*_{j,s} \geq d_{j,s}$ for all player $j_s$.
2) Feasibility: $U^*_{j,s} \in \mathbf{U}_s$.
3) Pareto Optimality: $U^*_{j,s}$ is Pareto optimal.
4) Independence of Irrelevant Alternatives. If $U^*_{j,s} \in \mathbf{V}'_s \subset \mathbf{U}_s$, then $U^*_{j,s} = F_s(\mathbf{U}_s, d_s)$ derives $U^*_{j,s} = F_s(\mathbf{V}'_s, d_s)$.
5) Independence of Linear Transformations.
6) Symmetry.

The axioms 1-3 guarantee the existence and efficiency of the NBS, while the axioms 4-6 guarantee the fairness of the solution. The symmetry axiom guarantees the equal priority of users during the bargaining game when the users have the same utility functions and minimum utilities [19]. If the symmetry axiom is satisfied, then all the players involved in the bargaining game will be assigned the same bargaining powers. It may not be reasonable when the quality preferences of players are significantly different. The generalized NBS [19], [26] is a variant of the NBS by assigning players with different bargaining powers. The objective function in (10) is modified as

$$
U^*_s = \arg \max_{U_j \in \mathbf{U}_j} \prod_{j=1}^{N} (U_{j,s} - d_{j,s})^{w_{j,s}},
$$

where $w_{j,s}$ is the corresponding bargaining power of player $j_{s}$.

Based on the previous proof and definition, the solution $U^*_s = U_s(R^*_s)$ is a generalized NBS of the SL $s$ if and only if

$$
\prod_{j=1}^{N} (U_{j,s}(R^*_{j,s}) - d_{j,s})^{w_{j,s}} \geq \prod_{j=1}^{N} (U_{j,s}(R_{j,s}) - d_{j,s})^{w_{j,s}}
$$

for all $U_s \in \mathbf{U}_s$. Therefore, we can solve the following optimization problem (12) to obtain the generalized NBS.

$$
\max_{R_s} \prod_{j=1}^{N} (U_{j,s}(R_{j,s}) - d_{j,s})^{w_{j,s}}
$$

$$
s.t. R^\text{min}_{j,s} < R_{j,s} \leq R^\text{max}_{j,s},
\sum_{j=1}^{N} R_{j,s} \leq R^*_s, \quad j = 1, \ldots, N_s.
$$

It is easy to prove that the optimization objective function (12) is concave. Based on the log-convexity properties of the objective function, the problem can be transformed as

$$
\max_{R_s} \sum_{j=1}^{N} w_{j,s} \cdot \ln(U_{j,s}(R_{j,s}) - d_{j,s})
$$

$$
s.t. R^\text{min}_{j,s} < R_{j,s} \leq R^\text{max}_{j,s},
\sum_{j=1}^{N} R_{j,s} \leq R^*_s, \quad j = 1, \ldots, N_s.
$$

Since the transformed problem is convex, the optimal solution can be obtained by solving the Karush-Kuhn-Tucker (KKT) conditions. Suppose the $\lambda_s$, $\theta_{j,s}$, and $\tau_{j,s}$ are the Lagrange multipliers, then we have the following Lagrangian function $L(R_{j,s}, \lambda_s, \theta_{j,s}, \tau_{j,s})$.

$$
L = \sum_{j=1}^{N} w_{j,s} \ln(U_{j,s}(R_{j,s}) - d_{j,s}) + \lambda_s \cdot (R^*_s - \sum_{j=1}^{N} R_{j,s})
$$

$$
+ \sum_{j=1}^{N} \theta_{j,s} \cdot (R_{j,s} - R^\text{min}_{j,s}) + \sum_{j=1}^{N} \tau_{j,s} \cdot (R^\text{max}_{j,s} - R_{j,s}).
$$

The KKT conditions of (14) are written as follows

$$
\begin{align*}
\frac{\partial L}{\partial R_{j,s}} &= w_{j,s} \cdot \frac{\partial \ln(U_{j,s}(R_{j,s}) - d_{j,s})}{\partial R_{j,s}} - \lambda_s \\
\frac{\partial L}{\partial \theta_{j,s}} &= R^*_s - \sum_{j=1}^{N} R_{j,s} \geq 0 \quad (15) \\
\frac{\partial L}{\partial \tau_{j,s}} &= (R_{j,s} - R^\text{min}_{j,s}) = 0 \\
\frac{\partial L}{\partial \lambda_s} &= \lambda_s (R^*_s - \sum_{j=1}^{N} R_{j,s}) = 0 \\
\frac{\partial L}{\partial \theta_{j,s}} &= \theta_{j,s} (R_{j,s} - R^\text{min}_{j,s}) = 0 \\
\frac{\partial L}{\partial \tau_{j,s}} &= \tau_{j,s} (R^\text{max}_{j,s} - R_{j,s}) = 0
\end{align*}
$$

where $j \in 1, \ldots, N_s$. Based on the above KKT conditions (15), we have

$$
\frac{\partial L}{\partial R_{j,s}} = w_{j,s} \cdot \frac{\partial \ln(U_{j,s}(R_{j,s}) - d_{j,s})}{\partial R_{j,s}} - \lambda_s
$$

$$
\Rightarrow R_{j,s} = \frac{w_{j,s} + \beta_{i,s}d_{j,s} - c_{l,s}}{\lambda_s}.
$$

Therefore,

$$
R_{j,s} = \max(R^\text{min}_{j,s}, \min(\frac{w_{j,s} + \beta_{i,s}d_{j,s} - c_{l,s}}{\lambda_s}, R^\text{max}_{j,s})).
$$

Finally, the optimal quantization step size for the player $j_{s}$ is determined by

$$
Q_{j,s} = \sqrt{\frac{2\nu_{1,s}m_{1,s}^2}{\kappa_{l,s}m_{l,s}^2 + 4\nu_{1,s}m_{l,s}(R_{j,s} - h_{l,s})}}.
$$

III. PROPOSED OVERALL RATE CONTROL ALGORITHM

In this section, the details of proposed rate control algorithm are described. Firstly, we introduce the estimation of the model parameters involved in the bit allocation bargaining game. Then the overall algorithm is provided.

A. Parameters Determination of Bargaining Game

To obtain a generalized NBS of the inner-layer bit allocation bargaining game, the model parameters should be determined first.
1) Parameters Determination of R-D Model: For the SL $s$, all the model parameters are unavailable before the first frame of TL $t$ is encoded. In this paper, we use the same method in [18] to initialize the parameters of TL $t$. Once the frame located in TL $t$ is encoded, the R-D model parameters such as $\kappa_{i,s}$, $h_{i,s}$ and $d_{i,s}$ are updated by using the linear regression technique.

2) Parameters Determination of Bargaining Game: Before the optimal allocation result from (18), the parameters $d_{j,s}$ and $\beta_{j,s}$ for the SL $s$ can be computed. The prediction of $d_{j,s}$ is based on the historical information of previously encoded frames that are located in the same TL. The estimation method is the same as in [18]. For the bargaining problem of SL $s > 0$ with $N$s non-encoded frames, only the quantization step size $Q_{1,s-1}$ of the first frame in SL $s-1$ is known. Therefore, to predict the parameters $\beta_{j,s}$, we set $Q_{j,s-1}$ equal to $Q_{1,s-1}$ for $j=2,\ldots,N_s$.

3) Adaptive Bargaining Powers Determination: As shown in (18), the bargaining powers can influence the bits allocation results. The bandwidth is divided into two parts. One part is used to guarantee the disagree point. If the bargaining powers are equal, then the remaining bandwidth will be allocated equally to each frame. Due to the difference of the utility functions among the frames in different TLs, the bargaining power $w_{j,s}$ for the player $j,s$ is determined as follows to achieve a fair bit allocation.

As shown in (6), the parameters $\beta_{i,s}$ determines the utility preference (i.e. coding complexity) of player $j,s$. Large value of $\beta_{i,s}$ indicates that the player $j,s$ will obtain smaller utility value than that of other players for the same number of bit rates. To ensure each player achieving similar utility, we let $\varphi_{j,s}$ be

$$\varphi_{j,s} = \frac{\beta_{j,s}}{\beta_{1,s}}.$$  

The bargaining power $w_{j,s}$ is defined as

$$w_{j,s} = \frac{\varphi_{j,s}}{\sum_{i=1}^{N_s} \varphi_{i,s}}.$$  

To explain the influence of bargaining powers on the algorithm performance, using the common PSNR value is more intuitive than direct using the utility of player. The relationship between Peak Signal-to-Noise Ratio (PSNR) and utility function is expressed as

$$\text{PSNR}_{j,s} = 10 \cdot \log_{10}(255^2 \cdot U_{j,s}).$$  

It is well known that the fairness axiom is satisfied for the generalized NBS. Thus, the generalized NBS with adaptive bargaining powers will reduce the utility difference among players. In other words, the quality smoothness is improved since the PSNR difference among players is reduced.

4) Buffer Management and Parameters Updating: Before encoding the frames in a GOP, the number of target bits for the SL $s$ of current GOP [13] is firstly allocated as

$$R_{j,s}^t(n,0) = \frac{B_t \cdot N_{j,G}^t}{F_s} + \gamma_s \cdot (\zeta^s(n,0) - \zeta^u) \cdot B_t^u,$$  

where $\zeta^s(n,0)$ indicates the buffer fullness status of the SL $s$ when the the GOP $n - 1$ is finished. $\zeta^u$ is the target buffer fullness. $N_{j,G}^t$ is the total number of frames in a GOP for the SL $s$. $B_t^u$ is the buffer size. $B_t$ is the target bandwidth and $F_s$ is the frame rate. $\gamma_s$ is the scale factor. In this paper, we let $\gamma_s = 0.5$. For the frame $j,s$ of the GOP $n$, the remaining target bits $R_{j,s}^t(n,j)$ for the rest frames is updated after obtaining the coding information of the frame $j-1$ [13] by using

$$R_{j,s}^t(n,j) = R_{j,s}^t(n,j-1) - R_{j,s}^t(n,j-1),$$  

where $R_{j,s}^t(n,j-1)$ is the number of actual output bits of the frame $j-1$ in the GOP $n$.

Once a frame $j_{i,l}$ in the GOP $n$ is encoded, the buffer fullness status $\zeta^s(n,j)$ are also updated by

$$\zeta^s(n,j) = \zeta^s(n,j-1) + (B_t/F_s - R_{j,s}^t(n,j-1))/B_t^u,$$  

where $s \geq l$. To avoid the buffer overflow and underflow, the constraints $R_{j,s}^\min$ and $R_{j,s}^\max$ are determined by

$$R_{j,s}^\min = \frac{B_t}{F_s} + (\zeta_l - \zeta^s(n,j)) \cdot B_t^u,$$  

and

$$R_{j,s}^\max = \frac{B_t}{F_s} + (\zeta_u - \zeta^s(n,j)) \cdot B_t^u,$$  

where $\zeta_l$ and $\zeta_u$ are the lower bound and upper bound of the buffer fullness status.

B. Overall Rate Control Algorithm

Our proposed algorithm is described in Table III.

<table>
<thead>
<tr>
<th>TABLE III</th>
</tr>
</thead>
<tbody>
<tr>
<td>PROPOSED OVERALL RATE CONTROL ALGORITHM</td>
</tr>
<tr>
<td>----------------------</td>
</tr>
<tr>
<td>Step 1</td>
</tr>
<tr>
<td>Step 2</td>
</tr>
<tr>
<td>Step 3</td>
</tr>
<tr>
<td>Step 4</td>
</tr>
<tr>
<td>Step 5</td>
</tr>
<tr>
<td>Step 6</td>
</tr>
</tbody>
</table>

IV. EXPERIMENTAL RESULTS

A. Simulation Setup

To evaluate the performance of our proposed RC algorithm, we implement the proposed algorithm in the reference software JSVM 9.15 [12] and test with various video sequences. The SVC Baseline Profile is set as default in the experiments. Table IV summarizes the key simulation parameters for the reference software. Other parameters are set as default. The experiment contains two types of sequences and corresponding SVC configurations. In Type I, two layers are of CIF-4CIF format with five video sequences (City, Crew, Soccer, Harbours and Ice). In Type II, the two layers are of SD-HD format with another seven video sequences (BasketballDrive, BQTerrace, Cactus, Kimono1, ParkScence,
TABLE IV
SUMMARY OF SIMULATION PARAMETERS

<table>
<thead>
<tr>
<th></th>
<th>4CIF</th>
<th>HD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Profile</td>
<td>Scalable Baseline Profile</td>
<td></td>
</tr>
<tr>
<td>Base Layer Mode</td>
<td>AVC Compatible</td>
<td></td>
</tr>
<tr>
<td>Intra Period</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>Reference Number</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>GOP Size</td>
<td>8/16</td>
<td></td>
</tr>
<tr>
<td>Frame Number</td>
<td>257</td>
<td></td>
</tr>
<tr>
<td>Symbol Mode</td>
<td>CABAC</td>
<td></td>
</tr>
<tr>
<td>Search Mode</td>
<td>4(FastSearch)</td>
<td></td>
</tr>
</tbody>
</table>

TABLE V
SUMMARY OF TEST RATE POINTS

<table>
<thead>
<tr>
<th>Rate Points (kbps)</th>
<th>City</th>
<th>Crew</th>
<th>Harbour</th>
<th>Soccer/Ice</th>
<th>HD</th>
</tr>
</thead>
<tbody>
<tr>
<td>512/1536</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>768/2304</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>896/2688</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>896/2944</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1024/3072</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>1280/3840</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>1536/4608</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>2560/7680</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5120/15360</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7680/23040</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

WestWindEasy and SpeedBag). Layer 0 is the BL encoded without inter-layer prediction. Layer 1 is the SL using adaptive inter-layer prediction from the SL 0. All the key frames in the video sequence are encoded as P frames except for the first frame which is encoded as I frame. To evaluate the robustness of our proposed algorithm on GOP size, both GOP sizes of 8 and 16 are tested. The initial QP value is set default as in [12]. For each sequences, four different rate points are tested. The detailed information of rate points are summarized in Table V.

B. Accuracy of Bit Rate Achievement

The accuracy of bit rate achievement is the basic criterion to evaluate the performance of RC algorithms. In this paper, we measure the accuracy of bit rate achievement by using the following equation

$$E = \frac{|R_t - R_o|}{R_t} \times 100\%,$$

where $R_t$ and $R_o$ are the target BR and actual output BR, respectively. The results of BR mismatch $E$ (%) for all the RC algorithms are provided in Tables VI and VII.

As shown in Table VII, the mismatch of JVT-W043 is quite large which is larger than 10% in average for all the sequences when the GOP size is 16. Although the JVT-W043 algorithm has been adopted in the JSVM software as a reference tool, the performance is not effective enough. The mismatch of FixedQP tool depends on the setting of the maximum negative and positive mismatch and the number of maximal iterations. As shown in the Tables VI and VII, our proposed algorithm can achieve the best accuracy. The average mismatch of our proposed algorithm is within the range 0.19%–2.63%.

C. R-D Performance

To evaluate the R-D performance of the RC algorithms, the BDPSNR (dB) and BDBR(%) [28] are employed in our experiments for fair comparison. We set the algorithm W043 as the benchmark among the algorithms, then the performances of Hu2012 [14], GT [18], the proposed algorithm and the FixedQP tool are compared with algorithm W043 in terms of BDPSNR and BDBR. The results are summarized in Tables VIII and IX. The positive BDPSNR results or the negative BDBR results provided in the table mean that the R-D performance of the corresponding RC algorithm is better than that of algorithm W043. As shown in Tables VIII and IX, the FixedQP tool achieves the best R-D performance among all the RC algorithms for all kinds of video sequences, where the gains are obtained from the cascading $QP$ setting. However, the $QP$ setting is fixed for the whole sequence, which may cause the buffer overflow or underflow. In addition, the FixedQP tool is not suitable for real-time application due to the multiple-pass implementation. As observed from the results, our proposed algorithm can get more gains of performance among the one-pass RC schemes. Comparing with the GT algorithm, our proposed algorithm with ABP setting can improve the R-D performance from 0.10 to 0.16 dB in average. For better observation, six R-D curves are plotted in Figs. 4 and 5, where it can be seen that our proposed algorithm with adaptive bargaining powers are better than the other four one-pass RC schemes. From the results in Tables VIII and IX, we can see that the R-D performance of our proposed algorithm with ABP setting is better than that of EBP setting in most cases. In the offline resource allocation situation, the model parameters are pre-determined. The performance of the EBP is always larger than that of the ABP based on the definition of generalized NBS. But for the one-pass RC, the mode parameters are predicted from the coding history, which is sensitive to the regression error and noise disturbance.
On the other hand, the ABP setting assigns more bits to the frames in the lower TLs comparing to the EBP setting. Due to the temporal dependency distortion relationship and distortion propagation, the R-D gain of the frames in the lower TLs might improve the R-D performance of the frames in the higher TLs.

### D. Buffer Regulation and Quality Smoothness

In the experiments, the buffer size is set as 0.5 $B_s$, i.e., the maximum buffer delay is limited to 0.5s. The initial buffer fullness and target buffer fullness are also set as 0.5 for all the SL. The lower bound $\varsigma_l$ and upper bound $\varsigma_u$ are set as 0.5.

---

#### TABLE VI

<table>
<thead>
<tr>
<th>Type</th>
<th>Sequences</th>
<th>Layer</th>
<th>W043 STD (dB)</th>
<th>Hu2012 STD (dB)</th>
<th>GT STD (dB)</th>
<th>Proposed-EBP STD (dB)</th>
<th>Proposed-ABP STD (dB)</th>
<th>FixedQP STD (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>City</td>
<td>0</td>
<td>3.48</td>
<td>1.14</td>
<td>1.48</td>
<td>1.70</td>
<td>1.79</td>
<td>1.68</td>
<td>1.72</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2.22</td>
<td>0.93</td>
<td>1.48</td>
<td>1.70</td>
<td>1.79</td>
<td>1.68</td>
<td>1.72</td>
</tr>
<tr>
<td>Crew</td>
<td>0</td>
<td>3.98</td>
<td>1.31</td>
<td>2.30</td>
<td>2.04</td>
<td>2.16</td>
<td>0.47</td>
<td>2.11</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2.33</td>
<td>0.89</td>
<td>1.63</td>
<td>2.72</td>
<td>1.67</td>
<td>0.40</td>
<td>1.49</td>
</tr>
<tr>
<td>Harbour</td>
<td>0</td>
<td>1.98</td>
<td>0.87</td>
<td>1.71</td>
<td>1.77</td>
<td>1.88</td>
<td>0.99</td>
<td>1.59</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.73</td>
<td>0.82</td>
<td>1.10</td>
<td>2.47</td>
<td>1.61</td>
<td>0.97</td>
<td>0.57</td>
</tr>
<tr>
<td>Ice</td>
<td>0</td>
<td>3.93</td>
<td>1.14</td>
<td>1.96</td>
<td>1.23</td>
<td>2.16</td>
<td>0.52</td>
<td>2.16</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>4.96</td>
<td>0.61</td>
<td>1.42</td>
<td>1.72</td>
<td>1.49</td>
<td>0.62</td>
<td>1.77</td>
</tr>
<tr>
<td>Soccer</td>
<td>0</td>
<td>2.91</td>
<td>0.61</td>
<td>2.40</td>
<td>3.02</td>
<td>2.91</td>
<td>0.87</td>
<td>2.50</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2.91</td>
<td>0.61</td>
<td>2.40</td>
<td>3.02</td>
<td>2.91</td>
<td>0.87</td>
<td>2.50</td>
</tr>
</tbody>
</table>

#### TABLE VII

<table>
<thead>
<tr>
<th>Type</th>
<th>Sequences</th>
<th>Layer</th>
<th>W043 STD (dB)</th>
<th>Hu2012 STD (dB)</th>
<th>GT STD (dB)</th>
<th>Proposed-EBP STD (dB)</th>
<th>Proposed-ABP STD (dB)</th>
<th>FixedQP STD (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>City</td>
<td>0</td>
<td>2.19</td>
<td>0.58</td>
<td>1.50</td>
<td>1.49</td>
<td>1.70</td>
<td>0.83</td>
<td>1.45</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.28</td>
<td>0.50</td>
<td>1.32</td>
<td>1.77</td>
<td>1.25</td>
<td>0.40</td>
<td>1.12</td>
</tr>
<tr>
<td>Crew</td>
<td>0</td>
<td>2.36</td>
<td>0.59</td>
<td>2.21</td>
<td>1.37</td>
<td>2.09</td>
<td>1.27</td>
<td>1.93</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.76</td>
<td>0.46</td>
<td>1.67</td>
<td>1.42</td>
<td>1.40</td>
<td>0.93</td>
<td>1.27</td>
</tr>
<tr>
<td>Harbour</td>
<td>0</td>
<td>2.72</td>
<td>0.63</td>
<td>1.09</td>
<td>1.35</td>
<td>1.72</td>
<td>0.66</td>
<td>1.46</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.49</td>
<td>0.80</td>
<td>1.01</td>
<td>1.51</td>
<td>1.19</td>
<td>0.28</td>
<td>0.98</td>
</tr>
<tr>
<td>Kimono</td>
<td>0</td>
<td>2.90</td>
<td>0.68</td>
<td>2.52</td>
<td>1.42</td>
<td>2.90</td>
<td>0.81</td>
<td>2.76</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.73</td>
<td>0.31</td>
<td>1.67</td>
<td>1.42</td>
<td>1.69</td>
<td>1.50</td>
<td>1.20</td>
</tr>
<tr>
<td>ParkScene</td>
<td>0</td>
<td>2.72</td>
<td>0.72</td>
<td>1.10</td>
<td>1.20</td>
<td>1.46</td>
<td>0.72</td>
<td>1.15</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.71</td>
<td>0.43</td>
<td>1.04</td>
<td>1.74</td>
<td>1.20</td>
<td>1.42</td>
<td>1.00</td>
</tr>
<tr>
<td>WestWindEasy</td>
<td>0</td>
<td>3.10</td>
<td>0.22</td>
<td>2.34</td>
<td>1.82</td>
<td>2.36</td>
<td>0.20</td>
<td>2.23</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2.01</td>
<td>0.10</td>
<td>1.47</td>
<td>1.58</td>
<td>1.55</td>
<td>0.28</td>
<td>1.34</td>
</tr>
<tr>
<td>SpeedBag</td>
<td>0</td>
<td>1.98</td>
<td>0.29</td>
<td>2.25</td>
<td>1.40</td>
<td>2.21</td>
<td>1.55</td>
<td>1.37</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2.24</td>
<td>0.37</td>
<td>1.75</td>
<td>1.82</td>
<td>2.42</td>
<td>3.66</td>
<td>1.68</td>
</tr>
<tr>
<td>Average</td>
<td>0</td>
<td>2.68</td>
<td>0.67</td>
<td>1.84</td>
<td>1.57</td>
<td>2.05</td>
<td>0.84</td>
<td>1.85</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2.17</td>
<td>0.59</td>
<td>1.48</td>
<td>2.00</td>
<td>1.65</td>
<td>1.20</td>
<td>1.38</td>
</tr>
</tbody>
</table>
0.1 and 0.9, respectively. As shown in Fig. 6, our proposed RC algorithm can prevent the buffer overflow and underflow. Note that the buffer smoothness and quality smoothness are not controlled very well for the beginning GOPs. There are two reasons. First, unoptimized initial QP setting [12] can cause drastic buffer fluctuation, especially for the larger mismatch between the target and output bit rates of the initial frame. Second, the accuracy of model parameters depends on the number of coded frames.

From Fig. 6, the buffer fullness status of our proposed algorithm can converge to the target buffer fullness as the number of encoded frames increases, which indicates the effectiveness of our proposed algorithms. For evaluating the quality smoothness, the standard deviation of PSNR defined in (29) is used.
as the criterion, denoted as STD.

$$\text{STD}_{s} = \sqrt{\frac{1}{N_s} \sum_{j=1}^{N_s} (\text{PSNR}_{j,s} - \frac{1}{N_s} \sum_{j=1}^{N_s} \text{PSNR}_{j,s})^2}, \quad (29)$$

where $\text{PSNR}_{j,s}$ is the PSNR value of the frame $j$ in SL $s$. For each sequences, the results of average STD value for the comparative algorithms are also provided in Tables VI and VII. In most cases, our proposed algorithm with ABP setting has the smallest STD value among the one-pass RC schemes, especially for the GOP size 16. Comparing with the GT algorithm, our proposed algorithm with ABP setting can reduce the STD value from 0.23 to 0.35 dB in average. Comparing with the FixedQP algorithm, there is still some room to further improve the R-D performance. In the future, we will try to improve the R-D performance by further exploring the inter-layer information and designing an initial QP determination scheme.

V. CONCLUSION

In this paper, we propose a one-pass RC algorithm for spatial H.264/SVC based on the inner-layer bit allocation bargaining game. The inner-layer bit allocation is modeled as a bargaining game according to the constraints including bandwidth and buffer size. The inter-layer dependency relationship is exploited to enhance the prediction accuracy of R-D model. Then the bargaining powers are updated adaptively during the encoding process. At last, the proposed RC algorithm estimates the optimal QP for each frame based on the generalized NBS. The experimental results show that the
proposed algorithm can achieve significantly gain as compared to other one-pass RC algorithms.
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