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Quality of virtual view image is one of the important issues in multiview depth video
coding (MDVC). When people enjoy three dimensional (3D) applications, they may have
an unpleasant perceptual experience if the virtual view has low image quality. Thus, high
virtual view image quality is mostly expected in the rate control optimization for MDVC
with limited channel bandwidth and buffer resources. In this paper, a view synthesis
distortion model is proposed first to indicate the importance of each frame in the depth
video. Second, to achieve a balance between virtual view image quality and buffer
constraint, the proposed view synthesis distortion model is incorporated in the bargain
game theoretic model to handle the frame level bit allocation problem for Hierarchical
B-picture (HBP) structure. Experimental results demonstrate that the proposed rate
control algorithm achieves 0.18 dB BDPSNR gain in average compared to the benchmark.
The average mismatch of the proposed algorithm is only 0.71%.

& 2014 Elsevier B.V. All rights reserved.
1. Introduction

With the rapid developments on content generation
and 3D display technology [1], 3D applications and ser-
vices are recently very common in nearly every facets of
people's daily life [2,3]. For example, people can go to 3D
movies for immersive viewing experiences, play 3D video
games for attractive scenarios. With the help of 3D display,
doctors can accomplish diagnose and surgeries. Compared
ter Science, City
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to traditional single view video, 3D video contains higher
dimensional visual information, which can improve the
immersion experience [4] of user such as depth perception
[5,6].

Currently, there are many types of video format to
represent the 3D visual content [7,8]. The most popular
one is multiview video plus depth (MVD) based represen-
tation [9]. The MVD based 3D video format contains two or
more captured views with associated color and depth
videos. The virtual view can be synthesized [10] through
the depth based image rendering (DIBR) technique to
support the multiview auto-stereoscopic display environ-
ment or the interactive free view access function. On the
other hand, the MVD format is back-compatible with the
existing display environment. However, MVD based 3D
video requires huge volume of bandwidth resources for
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storage and transmission [11]. To compress large volume
of 3D video data, multiview color video (MCV) is encoded
by the mulitview video coding (MVC) [12] directly. Since
the multiview depth video (MDV) can be treated as the
illumination component of the color video, the MDVC is
developed based on the MVC [13].

Rate control (RC) aims to achieve a balance between
image quality, quality smoothness and buffer smoothness
under the bandwidth constraint, which is indispensable
for MDVC with respect to bitstream storage and video
streaming usage. A general RC scheme contains two basic
components including the bit allocation and quantization
parameter (QP) determination. For MDVC, the bit alloca-
tion problems exist in hierarchical coding units. For
example, the bit allocation problem can be decomposed
as view level, frame level, macroblock (MB) level, which
makes the RC optimization in MDVC more complicated.

Currently, existing works mainly focus on the view
level bit allocation. For example, Liu et al. [14] proposed a
multi-pass algorithm to maximize the image quality of
synthesized virtual view. To reduce the computation com-
plexity, Yuan et al. [15] proposed a linear distortion model
of virtual view based on theoretical analysis. Hu et al. [16]
exploited the rate–distortion (R–D) properties among
views to maximize the sum of the quality of color videos
and virtual view videos. These algorithms mentioned
above try to seek a optimal combination of bit allocation
among views and determine a initial QP. However, encode
each view by a fixed QP may not help for achieving buffer
smoothness and reducing bit rates mismatch. Liu et al. [17]
proposed a joint RC algorithm that the frame level rate
controller was implemented when the target bit rates for
each view is determined. Shao et al. [18] extended the
frame level RC scheme in [19] to support MVC. However,
existing works on frame level RC tries to minimize the
total sum of depth distortion, instead of the distortion of
virtual view images. Thus, the overall performance
improvement is limited.

In this paper, a view synthesis distortion (VSD) model is
firstly proposed as the optimization object in frame level
bit allocation. To achieve a balance between virtual view
image quality and buffer constraint, the proposed VSD
model is incorporated in the bargaining game theoretic
model to handle the frame level bit allocation problem of
HBP structure. Third, an overall algorithm is developed to
accomplish the bit rate control.

The rest of this paper is organized as follows. In Section
2, the VSD model is described. Section 3 describes the VSD
based frame level bit allocation game. Then, the overall RC
optimization algorithm is provided in Section 4. In Section
5, the experimental results are provided to demonstrate
the efficiency of the proposed rate control algorithm.
Finally, the summary is provided in Section 6.

2. Proposed view synthesis distortion model for
multiview depth video coding

Fig. 1 shows a typical 3D video system. In the system,
the multiview color and depth videos are encoded at
server and the bitstreams are transmitted to the client
for decoding. The MCV and MDV are encoded separately.
The rate controller adjusts the coding parameters of
encoder to balance the image quality and buffer smooth-
ness under the channel constraints. Then, the virtual views
are synthesized by the reconstructed color and depth
videos [10] to support the multiview auto-stereoscopic
display environment or the interactive free view access
function. In this work, we focus on the frame level RC
problem of MDVC.

During the view synthesis stage, each virtual view is
rendered by two coded views with their associated color
and depth videos as shown in Fig. 2. Therefore, the
distortion of referenced color or depth video will affect
the distortion of numbers of virtual view. To optimize the
virtual view image quality of the 3D video system under
the bit rate constraints, a lot of theoretical virtual view
distortion model has been proposed. For example, view
level distortion models such as linear model [14–16] and
cubic model [20] were employed to solve the view level bit
allocation problem. To optimize the R–D performance of
MB-level bit allocation, regional-level distortion model
[13,21] and MB-level distortion model [22] were proposed
for depth video coding. For the mathematical simplicity
and fitting accuracy, the linear model [15] between the
distortion (in terms of MSE) of virtual view and its
reference color and depth videos is employed in Eq. (1).
For better observation, an example is provided in Fig. 3(a)
where the distortion surface is close to a planar.

Dl
v ¼ ∑

nAAl

ðξn;lDn
dþηn;lD

n
t Þþρl: ð1Þ

The subscript l stands the virtual view index; Al is the set
of index of coded views which is used to synthesize virtual
view l, e.g., A2 ¼ f1;3g and A4 ¼ f3;5g; Dv

l
is the distortion

of virtual view l; Dd
n
and Dt

n
are the distortion of depth

video and color video for coded view n, respectively; ξn;l
and ηn;l are the model parameters.

After determining the target bit rates for each view,
traditional frame level rate controller tried to maximize the
R–D performance of depth video where the D is in terms of
the distortion of depth video. However, the depth video is for
virtual view image rendering. The optimizing criteria for 3D
system should be replaced by the virtual view image quality.
On the other hand, for the frames belonging to the same
view of depth video, the contributions of the frame on the
virtual view quality may be different. Fig. 3(b) shows the
model parameters a of virtual views in Eq. (1) respects to
the frame index, where the model parameters are varied
along the frame index. Therefore, in order to optimize the
overall visual quality of virtual view, the frame level bit
allocation of MDVC should consider the contributions differ-
ence among the frames.

For the coded view n of depth video, the VSD Pn;j of
frame j is defined as

Pj;n ¼ αj;n � Dj;n
d ; ð2Þ

where

αj;n ¼
1

jVnj
∑

lAVn

ξjn;l: ð3Þ

Vn is the set of index of virtual view that refer to the
coded view n, e.g. V1 ¼ f2g, V3 ¼ f2;4g, and V5 ¼ f4g. The
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Fig. 1. Example of typical 3D video system. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of
this article.)
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Fig. 3. Illustration of the virtual view distortion for 3D sequence “PoznanStreet”. (a) Effects of color and depth video distortion on the virtual view
distortion. (b) Model parameter of virtual views against the frame index. (For interpretation of the references to color in this figure caption, the reader is
referred to the web version of this article.)
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Fig. 2. Illustration of the rendering reference relationship of the virtual views and the coded views [16]. (For interpretation of the references to color in this
figure caption, the reader is referred to the web version of this article.)
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expression j:j is the cardinality of a set, i.e., the number of
elements of the set.

To achieve high coding performance, MDVC employs
the HBP structure as the basic coding structure. Fig. 4
shows an example of MDVC with two views. The R–D
characteristics of different TLs in HBP structure for depth
video are quite different as shown in Fig. 5. The number of
bits generated by the frame of lower TLs is generally larger
than that of higher TLs with the same quantization step
size Q. The slopes of the D�Q lines are also significantly
different. Therefore, a single R–D model is not accurate
enough to describe the R–D relationship for all the frames
in different TLs. For the mathematical simplicity and fitting
accuracy, the linear R–D model [23] based on the Laplacian
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distribution assumption of transform coefficients [24] is
adopted to approximately represent the relationship of
frames located in TL i as

Ri;n Qi;n
� �¼ ki;n �mi;n

Qi;n
þCi;n; ð4Þ

and

Di;n
d ðQi;nÞ ¼ γi;n � Qi;n; ð5Þ

where mi;n indicates the MAD of the residual between the
original and reconstructed frame, ki;n and γi;n are the
model parameters, and Ci;n is the number of header bits.

3. Proposed VSD based frame level bit allocation game

For HBP structure in MDVC, the rate and distortion
characteristics are more complex than those of traditional
coding structures, which makes the frame level RC of
MDVC more difficult than that of traditional coding struc-
tures [25]. Based on the reference dependency relation-
ship, the frames of different TLs have different
contributions to the R–D performance of depth video. In
addition, the frames of depth video have different con-
tributions to the virtual view image quality as discussed in
Section 2. Therefore, to maximize the virtual view image
quality, the frame level RC of MDVC should focus on how
to optimal allocate the bandwidth among frames by
considering the contributions difference among the
frames. In previous RC works, the bits are allocated
according to the weighting factor where the lower TLs
will have greater chance to obtain more bits to minimize
the average distortion [23,26]. However, these optimiza-
tion methods will be unfair to the frames in the higher TL
that obtain few bits due to inaccurate weighting factor.

To tackle the above-mentioned problem, a bargaining
game theoretical model was proposed in [25], in which the
bit allocation problem among frames that belong to
different TLs was modeled as a bargaining game. To derive
the theoretical model, each frames in the same GOP was
regarded as a player and linear R–D model is employed to
define the utility function of player. The proposed bit
allocation game tries to seek the bargaining interactions
among players achieve a good tradeoff between image
quality and buffer constraint. However, the algorithm in
[25] is not designed for the MDVC, thus extend the
algorithm directly to support frame level RC of MDVC
can not guarantee the optimal of virtual view image
quality. In this section, the proposed VSD model is
imported into the bit allocation bargaining game to update
the utility function of player. The updated utility function
is expected to improve the R–D performance by optimiz-
ing the virtual view image quality.
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3.1. Frame level bit allocation problem formulation

Once the target bit rates of views are determined, the
frame level bit allocation of HBP structures for each view
can be regarded as the bargaining problem. The total
number of view is denoted as L as shown in Fig. 4. For
the view n, the basic components of bargaining game are
described as follows.

Players: For convenience, we assume that current GOP
contains Sn non-encoded frames. Each frame level rate
controller is regarded as a player in the bit allocation
game. They cooperate to divide the remaining bit rates of
the current GOP Rc

n
.

Preferences: During the bargaining game, each player
will try to request for more bits to reflect its preference,
which is measured by utility function. For player jn, the
utility is denoted as Uj;n.

Strategies: To achieve the utility Uj;n, the number of
allocated bits consumed by player jn is denoted as Rj;n.
Given a combination of strategies carried out by all
non-encoded frames Rn ¼ ðR1;n;R2;n;…;RSn ;nÞ, then
Un ¼ ðU1;n ðR1;nÞ;U2;nðR2;nÞ;…;USn ;nðRSn ;nÞÞ is the corre-
sponding utility of the game.

Initial Utility: To guarantee the basic requirement, the
player jn claims a initial utility dj;n that can be derived from
the bit rate R0

j;n. dn ¼ ðd1;n; d2;n;…; dSn ;nÞ is called disagree-
ment point.

Assume the feasible set Un ¼ fUng �RSn is nonempty,
convex, closed and bounded, then the pair ðUn;dnÞ defines
the bargaining problem for the view n.

3.2. Definition of utility function

Based on the proposed distortion model in Eq. (2), the
utility function of the player jn with TL index t is defined as

Uj;n ¼
1
Pj;n

¼ Rj;n�Ct;n

βt;n
; ð6Þ

where βj;n ¼ αj;nγt;nkt;nmt;n. Rj;n is the allocated bits for the
player jn involved in the bit allocation game of coded view
n. It is easy to prove that the feasible utility set Un is
convex. Detailed proof can be referred in [25].

3.3. Nash bargaining solution

In the bargaining problem, the properties of feasible
utility set will determine the selection criteria of bargain-
ing solution. Since the utility set Un is convex and
bounded, the Nash bargaining solution (NBS) is adopted
to obtain the optimal solution for the frame level bit
allocation bargaining game.

Based on the definition, the solution Rn

n is an NBS of the
view n, if and only if ∏Sn

j ¼ 1ðUj;nðRn

j;nÞ�dj;nÞZ∏Sn
j ¼ 1

ðUj;nðRj;nÞ�dj;nÞ for all UnðRnÞAUn. Therefore, we can solve
the following optimization problem (7) to obtain the NBS:

max
Rn

∏
Sn

j ¼ 1
ðUj;nðRj;nÞ�dj;nÞ

s:t: ∑
Sn

j ¼ 1
Rj;nrRn

c ;
j¼ 1;…; Sn: ð7Þ

The problem can be transformed as

max
Rn

∑
Sn

j ¼ 1
lnðUj;nðRj;nÞ�dj;nÞ

s:t: ∑
Sn

j ¼ 1
Rj;nrRn

c ;

j¼ 1;…; Sn: ð8Þ

Since the transformed problem is convex, the optimal
solution can be obtained by solving the Karush–Kuhn–
Tucker (KKT) conditions. Suppose the λn are the Lagrange
multipliers, then we have the following Lagrangian func-
tion LðRj;n; λnÞ:

L¼ ∑
Sn

j ¼ 1
lnðUj;nðRj;nÞ�dj;nÞ

þλn � Rn
c � ∑

Ns

j ¼ 1
Rj;n

 !
ð9Þ

The KKT conditions of (9) are written as follows:

∂L
∂Rj;n

¼ ∂ lnðUj;n�dj;nÞ
∂Rj;n

�λn ¼ 0

∂L
∂λn

¼ Rn
c � ∑

Sn

j ¼ 1
Rj;nZ0

λn Rn
c � ∑

Sn

j ¼ 1
Rj;n

 !
¼ 0

8>>>>>>>>>><
>>>>>>>>>>:

ð10Þ

where jA1;…; Sn.
Based on the above KKT conditions (10), we have

∂L
∂Rj;n

¼ ∂ lnðUj;n�dj;nÞ
∂Rj;n

�λn

) Rj;n ¼
1
λn

þβj;ndj;nþCt;n: ð11Þ

and then

Rn
c � ∑

Sn

j ¼ 1
Rj;n ¼ 0

) 1
λn

¼ Rn
c � ∑

Sn

j ¼ 1
βj;ndj;nþCt;n

� �
: ð12Þ

Therefore,

Rj;n ¼
1
λn

þβj;ndj;nþCt;n: ð13Þ

To guarantee the buffer smoothness, the target bit rates
should be clipped as follows:

Rj;n ¼maxðRmin
j;n ;minðRj;n;R

max
j;n ÞÞ; ð14Þ

where Rmin
j;n and Rmax

j;n is determined by the lower bound
and upper bound of the buffer. Finally, the optimal
quantization step size for the player jt is determined by

Qj;n ¼
κt;nmt;n

Rj;n�Ct;n
: ð15Þ



Table 1
Summary of simulation parameters for depth video coding.

Sequences Resolution View index

Reference Rendered

GhostTownFly 1920�1088 5–9 6, 7, 8
PoznanHall2 1920�1088 6–7 6.25, 6.50, 6.75
PoznanStreet 1920�1088 4–5 4.25, 4.50, 4.75
UndoDancer 1920�1088 5–1 2, 3, 4
Balloons 1024�768 3–1 1.5, 2, 2.5
Kendo 1024�768 3–1 1.5, 2, 2.5
Newspaper 1024�768 4–2 2.5, 3, 3.5

Table 2
Summary of simulation parameters for depth
video coding.

Parameter Value

View number 2
Intra period 8
Reference number 1
GOP size 8
GOP number 20
Symbol mode CABAC
Search mode 4(FastSearch)

QP 22-27-32-37-42
Search range 64
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4. Proposed overall rate control algorithm

4.1. Parameter determination

To obtain a NBS of the frame level bit allocation
bargaining game, the model parameters should be deter-
mined first.

4.1.1. Parameters determination of distortion model
For the view n, all the model parameters are unavail-

able. To obtain the parameter αj;n of frame j, the depth
videos are pre-encoded at QA and QB, then the parameter
ξjn;l can be estimated as

ξjn;l ¼
Dj;l;A
v �Dj;l;B

v

Dj;n;A
d �Dj;n;B

d

; ð16Þ

where Dj;l;A
v and Dj;l;B

v are the MSE of the jth frame in lth
virtual view image synthesized with the corresponding
original color videos and compressed depth videos pre-
encoded at QA and QB, respectively; Dj;l;A

d and Dj;l;B
d are the

MSE of the jth frame in nth depth video pre-encoded at QA

and QB, respectively. In order to obtain the parameters,
each depth video has to be pre-encoded twice, which can
be implemented during the view level bit allocation.

The same method in [25] is employed to initialize the
parameters of TL t. Once the frame located in TL t is
encoded, the R–D model parameters such as κt;n, mt;n and
γt;n are updated by using the linear regression technique.

4.1.2. Parameters determination of bargaining game
Before the optimal allocation result from Eq. (14), the

parameters dj;n and βj;n for the view n can be computed.
The prediction of dj;n is based on the history information of
previously encoded frames that located in the same TL.
The estimation method is the same as in [25].

4.1.3. Buffer management and parameters updating
Before solving the optimization problem from Eq. (7),

the remaining target bits Rc
n
for the view n of current GOP

is determined based on the buff status and target band-
width. Rmin

j;n and Rmax
j;n is determined by the lower bound

and upper bound of the buffer. Detailed buffer manage-
ment and parameters updating methods can be referred in
[27].

4.2. Overall algorithm

Suppose the depth video contains L views, the target bit
rate for each view is already allocated and fixed. Then the
proposed overall RC algorithm for depth video coding is
described as follows.

Step 1: For each view, encode the depth video with two
different QPs. Render the virtual view by the reconstructed
depth videos. Initialize the parameters of models as
described in Section 4.1.

Step 2: For the current view n, obtain the target bit rates
according to the system setting or view level bit allocation
algorithm.

Step 3: Obtain the remaining target bits of the current
GOP k according to the buffer status.
Step 4: For the current frame jt;n in the GOP k,
determine the target bits by (14). Compute quantization
step Qj;n for the current frame jt;n by (15).

Step 5: Encode the current frame jt;n of depth video
with the determined Qj;n of Step 4.

Step 6: Update the buffer status and model parameters.
If the last frame of current GOP is not reached, go to Step 4.

Step 7: If all the views end, terminates procedure; else if
the current view ends, goto Step 2 for next view, else goto
Step 3.
5. Experimental results

To assess the performance of the proposed overall RC
algorithm for depth video coding, we implement the
algorithm in the reference software JMVC 8.5 [28]. Seven
standard 3D video sequences with different resolution and
motion properties are tested for the coding and rendering
process. Two depth videos of each sequence were encoded
as reference views to render three intermediated views.
The reference virtual views rendered by the uncompressed
color and depth videos are used as reference in measuring
the virtual view image quality. Details of these test
sequences and rendered views are listed in Table 1. The
virtual views are rendered by the synthesis algorithm [29]
included in the software 3D-HTM [30]. Table 2 provides
the key parameters for the reference software JMVC. Each
3D sequences are firstly encoded by five different QPs as
described in Table 2. Then the output bit rates are set as
the target bit rates for the views of depth video. In the
experiment, the uncompressed color videos and recon-
structed depth videos are used to render the views.
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To make a fair comparison, two RC schemes are
implemented, including the Wang's bargaining game
scheme [25] (denoted as BG) and the proposed scheme.
The original JMVC (denoted as FixedQP) is employed as the
benchmark. RC scheme should guarantee a small gap
between the target bit rate and the actual coded bit rate,
and then achieve the average PSNR improvement. Mean-
while, the picture quality smoothness and buffer smooth-
ness are also very important in evaluating the efficiency of
a rate control algorithm [31]. To evaluate the performance
of our proposed algorithm, bit rate accuracy, and R–D
performance (in terms of BDPSNR gain and BDBR saving)
are compared with the benchmarks. For the virtual view
image quality assessment, average PSNR value between
the reference and reconstructed virtual views is employed.
In addition, the buffer status is also evaluated. Detailed
results are discussed in the following section.
Table 3
Summary of R–D performance on 3D sequences.

Sequences Index Target
rate

(kbps)

FixedQP) BG [25]
rate
(kbps)

PSNR
(dB)

Rate
(kbps)

PSNR
(dB)

Error
(%)

GhostTownFly R1 2003 2003 48.22 2000 48.10 0.14
R2 1583 1583 47.58 1581 47.36 0.13
R3 1125 1125 46.70 1123 46.52 0.21
R4 908 908 46.14 911 45.93 0.29
R5 670 671 45.24 678 45.18 1.12

PoznanHall2 R1 1042 1042 52.51 1043 52.36 0.11
R2 536 535 50.02 538 49.58 0.46
R3 235 235 47.87 236 47.52 0.59
R4 124 124 46.00 125 45.73 0.79
R5 77 77 43.89 78 43.80 0.71

PoznanStreet R1 1770 1759 48.93 1771 48.91 0.07
R2 850 846 47.54 849 47.53 0.13
R3 430 427 46.29 429 46.11 0.29
R4 235 230 44.88 235 44.70 0.13
R5 135 131 43.39 132 42.85 2.30

UndoDancer R1 1080 1076 44.27 1070 43.91 0.89
R2 650 640 41.85 640 41.33 1.50
R3 410 408 39.53 405 39.20 1.26
R4 275 275 37.59 272 37.49 0.92
R5 190 189 36.07 188 36.00 0.83

Balloons R1 1700 1692 49.86 1698 49.73 0.12
R2 950 915 48.03 948 47.92 0.21
R3 490 489 46.33 489 46.08 0.20
R4 260 262 44.75 260 44.54 0.00
R5 140 139 42.93 140 42.87 0.00

Kendo R1 1680 1670 53.35 1680 53.37 0.00
R2 1000 990 51.25 1002 51.22 0.20
R3 580 577 49.30 582 49.24 0.34
R4 330 333 47.50 331 47.20 0.30
R5 170 167 45.28 170 45.00 0.00

Newspaper R1 1810 1806 45.12 1816 44.94 0.33
R2 970 973 43.32 973 43.14 0.31
R3 520 515 41.82 522 41.75 0.38
R4 290 286 40.45 292 40.34 0.69
R5 160 158 38.83 161 38.78 0.63

Average 0.47
5.1. Accuracy of bit rate achievement

The accuracy of bit rate achievement is one of impor-
tant criteria to evaluate the performance of rate control
algorithms. In this section, we measure the mismatch error
between the target BR and the actual output BR by using
the following equation:

E¼ jRt�Roj
Rt

� 100%; ð17Þ

where Rt and Ro are the target bit rate (BR) and actual
output BR of depth video, respectively. The results of BR
mismatch E (%) for the proposed overall RC algorithms are
provided in Table 3. Compared to the BG scheme, the
mismatch value of the proposed algorithm is increased.
The average mismatch of the proposed algorithm is only
0.71%, which is acceptable in practical applications.
Proposed
BDPSNR
(dB)

BDBR
(%)

Rate
(kbps)

PSNR
(dB)

Error (%) BDPSNR
(dB)

BDBR
(%)

�0.19 7.61 1992 48.20 0.53 �0.06 2.15
1564 47.48 1.18
1122 46.61 0.29
910 46.08 0.22
688 45.37 2.68

�0.35 12.22 1043 52.32 0.14 �0.20 5.09
540 49.68 0.71
236 47.59 0.33
125 46.10 1.15
78 44.01 1.27

�0.15 6.18 1779 49.11 0.53 0.01 �0.32
858 47.64 0.97
433 46.28 0.78
236 44.90 0.28
137 43.22 1.33

�0.30 6.54 1072 44.39 0.79 0.05 �0.97
641 41.86 1.43
405 39.27 1.33
272 37.70 1.19
188 36.19 0.88

�0.20 7.37 1697 49.72 0.15 �0.03 1.27
949 47.98 0.06
490 46.30 0.02
260 44.80 0.08
140 43.09 0.24

�0.18 5.09 1676 53.27 0.24 �0.31 8.70
998 51.12 0.21
579 49.10 0.24
330 47.03 0.02
169 44.82 0.47

�0.16 6.76 1808 45.43 0.11 0.23 �8.46
963 43.70 0.69
514 41.98 1.08
287 40.57 0.95
163 38.87 2.15

�0.22 7.40 0.71 �0.04 1.06
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5.2. R–D performance

The R–D performances in terms of the output BR of
depth video and average PSNR values of virtual view are
provided in Table 3. For each sequence, five different target
BRs are tested. Fig. 6 shows the R–D performance compar-
ison among the three schemes for the seven 3D sequences.
The y-axis is the average PSNR value of virtual views, and
the x-axis is the total bit rates of the output depth video
stream. From the experimental results, we can observe
that the proposed algorithm can obtain similar R–D
performance compared to the FixedQP scheme. For the
sequence “Newspaper”, the proposed algorithm superiors
to the FixedQP scheme. This is because the model para-
meters of virtual view distortion model are varied drama-
tically among the frames, thus the proposed algorithm can
achieve a better bit allocation strategy. For most cases, the
proposed algorithm superiors to the BG scheme, except for
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Fig. 6. R–D curves. (a) “GhostTownFly”. (b) “PoznanHall2”. (c) “Poznanstre
the 3D sequences “Kendo”. It may be caused by the
inaccuracy of depth information.

To measure the overall improvement of the proposed
scheme, the Binotegaard Delta Bit Rate (BDBR) and Bion-
tegaard Delta PSNR (BDPSNR) [32] are employed in the
experiments for fair comparison. The FixedQP is set as the
benchmark, then the performances of BG and proposed
algorithm are compared with algorithm FixedQP in terms
of BDPSNR and BDBR. Positive BDPSNR indicates quality
improvement and negative BDBR indicates the bit rate
reduction compared to the FixedQP scheme. The results
are summarized in Tables 3. We observe that the BG
scheme is inferior to the FixedQP for all the sequences.
This is because the RC algorithm often makes sacrifices on
the R–D performance to achieve the buffer smoothness
under the bandwidth constraints. The average BDPSNR
loss is 0.22 dB. For the proposed scheme, the average
BDPSNR loss is only 0.04 dB compare to the FixedQP
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Fig. 7. Buffer regulation performance comparison. (a) “GhostTownFly” (View index: 5, Target bit rate: 508 kbps). (b) “Balloons” (View index: 3, Target bit
rate: 70 kbps).
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scheme. In other words, the proposed algorithm can
improve the image quality of virtual views with the same
amount of bit rates compared to the BG scheme. The
average BDPSNR gain is 0.18 dB. In other words, our
proposed algorithm achieves a significant gain.
5.3. Buffer regulation

In the experiments, the buffer delay is set as 2.56 s. The
initial buffer fullness and target buffer fullness are also set
as 0.5 for all the views. The lower bound and upper bound
of buffer are set as 0.1 and 0.9, respectively. Fig. 7 shows
the buffer regulation performance comparison among the
FixedQP scheme, BG scheme and the proposed algorithm
for two selected sequences. The y-axis is the buffer status
of the RC schemes, and the x-axis is the coding index of
frames in the depth video. Form Fig. 7, it could be observed
that the buffer status of the proposed overall algorithm is
more stable than that of FixedQP algorithm. The buffer
status of the proposed overall algorithm can converge to
the target buffer fullness as the number of encoded frames
increases, which indicates the effectiveness of the pro-
posed algorithm.
6. Conclusion

In this paper, we proposed a frame level rate control
algorithm for MDVC to optimize the overall virtual view
quality for 3D video. For depth video, the VSD model is
proposed to indicate the importance of frames in the same
view. Then, the proposed VSD model is incorporated in the
bargain game theoretic based RC model to achieve the
balance between virtual view quality and buffer constraint.
Experimental results show that the proposed RC algorithm
can achieve 0.18 dB BDPSNR gain in average compared to
existing RC scheme.
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