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 

Abstract—High Efficiency Video Coding (HEVC) INTRA 

coding improves compression efficiency by adopting advanced 

coding technologies, such as multi-level quad-tree block 

partitioning and up to 35-mode INTRA prediction. However, it 

significantly increases the coding complexity, memory access and 

power consumption, which goes against its widely applications, 

especially for ultra-high definition and/or mobile video 

applications. To tackle this problem, we propose an effective data 

driven Coding Unit (CU) size decision approaches for HEVC 

INTRA coding, which consists of two stages of Support Vector 

Machine based fast INTRA CU size decision schemes at four CU 

decision layers. At the first stage classification, a three output 

classifier with offline learning is developed to early terminate the 

CU size decision or early skip checking the current CU depth. As 

for the samples that neither early skipped nor early terminated, 

the second stage of binary classification, which learns online from 

previous coded frames, is proposed to further refine the CU size 

decision. Representative features for the CU size decision are 

explored at different decision layers and stages of classifications. 

Finally, the optimal parameters derived from the training data 

are achieved to reasonably allocate complexity among different 

CU layers at given total rate-distortion degradation constraint. 

Extensive experiments show that the proposed overall algorithm 

can achieve 27.95% to 80.53% and 52.48% on average complexity 

reduction for the CU size decision as compared with the original 

HM16.7 model. Meanwhile, the average Bjonteggard delta 

peak-signal-to-noise ratio degradation is only -0.08 dB, which is 

negligible. The overall performance of the proposed algorithm 

outperforms the state-of-the-art benchmark schemes. 
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I. INTRODUCTION 

IGH Efficiency Video Coding (HEVC) [1] is the latest 

ongoing video coding standard developed by the Joint 

Collaborative Team on Video Coding (JCT-VC), which 

doubles the compression ratio while maintaining the same 

visual quality as compared with the H.264/MPEG-4 AVC high 

profile. It demonstrates a great potential for High Definition 

(HD) video markets, such as IMAX movies, virtual reality, 

immersive video conferences, surveillance, ultra HDTV and 

3D-TV. In order to promote the efficiency of HEVC and its 

extensions, more modes are developed for different coding 

modules [1], including flexible block partitioning, INTRA 

prediction, INTER prediction, transform, filtering parameter 

decision and Motion Estimation (ME), etc.. The above 

mentioned coding modules try all the mode candidates and 

select the optimal one with the minimum Rate-Distortion (RD) 

cost via RD comparison. This “try all and select the best” 

brutal-force strategy is extremely complex and power/time 

consuming, which hinders the applications of mobile video, 

ultra-HD video, video communication and live broadcasting.  

Many researchers have been involved in developing fast 

video coding algorithms. The RD cost distribution [2] and 

spatial-temporal correlation [3]-[4] were mainly exploited for 

fast mode decisions in H.264/AVC based codecs. There are 

seven INTER and three INTRA block modes in H.264/AVC. 

However, there are three recursive loops in the block 

partition/modes in HEVC, i.e., Coding Unit (CU), Prediction 

Unit (PU) and Transform Unit (TU) sizes and dozens of modes 

in each loop, which significantly increases the total number of 

mode candidates and their combinations, thus makes the fast 

mode decision more complicated. Therefore, in addition to 

spatial, temporal correlation [5] and statistical RD cost based 

approaches, advanced learning algorithms [6]-[12] were 

investigated for the mode decision through modeling it as a 

classification problem. In [6], Zhang et al. modelled the HEVC 

INTER CU size decision as a three-level of hierarchical binary 

decision problem. Then, joint Support Vector Machine (SVM) 

based classifier with the optimal weighted factors was proposed 

to control the risk of false prediction, which reasonably 

allocates the complexity among different CU depths and 

achieves significantly coding complexity reduction. Then, in 

[7]-[8], feature selection algorithms were proposed to select 

representative features for the SVM learning algorithms, which 

was then applied to fast HEVC coding and fast H.264/AVC to 
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HEVC transcoding, respectively. In [9], binary and multi-class 

SVMs were applied to INTER CU and PU size decisions in 

HEVC. Meanwhile, the multiple reviewers system was adopted 

to enhance the sample selection in the classifier learning. In 

addition, other learning algorithms including Linear 

Discriminant Functions (LDFs) [10], Markov Random Field 

(MRF) [11], and Decision Tree (DT) [12], etc., were also 

investigated for the CU size decision. They were proposed for 

INTER frame coding where the temporal and motion 

information were adopted as key features. As compared with 

INTER coding, INTRA coding is more critical due to less 

available information and more complex CU partitions. 

Meanwhile, the overhead complexity of the learning algorithm 

is no more negligible, which makes the fast INTRA coding 

even more challenging. 

INTRA coding in HEVC is very complex due to the adoption 

of quad-tree portioning structure and up to 35 prediction modes 

in each PU [13]. There are high demands of real-time and fast 

INTRA algorithms for HEVC, especially for the applications 

with limited computational resources such as ultra HD video on 

mobile platform. To reduce the complexity of CU size decision 

in INTRA coding, Shen et al. [14] proposed an early CU size 

decision algorithm based on texture homogeneity of the current 

CU and size of neighboring coded CU. Min et al. [15] proposed 

a fast INTRA CU size decision algorithm based on texture 

information, in which sub-CUs and CU’s edge complexities in 

the horizontal, vertical, 45 and 135 diagonal directions were 

used as key features. Then, CU size was determined with hard 

thresholds for these edge complexities.  Zhang et al. [16] 

proposed a fast INTRA CU size decision algorithm based on 

statistical modeling and correlation analyses, in which the most 

probable depth range was determined based on the spatial 

correlation among neighboring CUs, and a statistical model of 

RD cost was proposed to adaptively determine Early 

Termination (ET) thresholds varying with video contents and 

Quantization Parameters (QPs). In [17], CU depth and mode 

correlations between Enhancement Layer (EL) and Base Layer 

(BL) were exploited for fast INTRA coding in Scalable HEVC 

(SHVC). Moreover, CU modes of spatial neighboring CUs and 

co-located texture CU were used for the CU size decision in 

3D-HEVC [18]. In addition to CU size decision, optimizations 

for INTRA angular prediction were also investigated in 

[19]-[21]. The texture edge detected by Sobel operator was 

utilized to predict the angular modes in each PU [19]. Based on 

the statistical properties of the neighboring reference samples, 

Wang et al. [20] checked modes from one of the three 

candidates (1, 19, and 35 INTRA modes) for each PU, so as to 

reduce the INTRA prediction complexity. In [21], two levels 

(CU and PU levels) of fast INTRA coding were proposed for 

HEVC. In CU size decision, CU depth can be early terminated 

when the aggregated RD cost of partial sub-CUs is larger than 

the current CUs. Meanwhile, Hadamard cost is used to reduce 

the INTRA angular mode candidates in Rough Mode Decision 

(RMD) at each PU level. Basically, they are statistical 

approaches in dealing with the prediction. However, due to the 

diversity of video content and increasing number of modes, it is 

difficult to discriminate the optimal mode from dozens of 

candidate modes with one or two features and thresholds. 

Meanwhile, it is more complicated if more features are 

included in traditional statistical approaches.  

Machine learning is a hotspot in pattern recognition which 

learns from data and gives the optimal discriminative solution. 

With this advantage, a number of works [22]-[29] have been 

proposed for learning based INTRA mode decision in HEVC. 

In [22], fast PU skip and split termination algorithms were 

proposed for HEVC INTRA prediction. Firstly, the 

neighboring PU sizes were used to filter out PU sizes with low 

probabilities owing to the spatial correlation in a frame. In 

addition, Bayesian decision was used to determine whether to 

early terminate the PU coding process or not, in which 

Hadmard cost of the current CU divided by its neighboring 

Hadmard cost was used as a key feature. Similarly, Hu et al. [23] 

modeled the INTRA mode decision as Bayesian decision 

problems, in which Discrete Cosine Transform (DCT) 

coefficients and outlier information were utilized. In [24], 

progressive Bayesian classification composed of cascade online 

classifiers was proposed for INTRA CU size decision, in which 

Bayesian risk was used to balance the complexity and 

efficiency. However, online data collection and training will 

bring additional overhead. Random forests via offline training 

[25] and DT [26] were adopted to predict CU size of 6464 or 

3232. In [27], DT classifiers were designed and adopted with 

chosen features that can distinguish types of blocks (natural 

image block or screen content block) for screen content coding. 

In [28], linear SVM classifiers with two features, i.e., depth 

difference and Hadmard/RD costs among spatial neighboring 

CUs, were used to determine whether early terminate the CU 

decision or not. Meanwhile, gradients of the horizontal and 

vertical directions were used for the INTRA angular prediction 

in each CU. Additionally, a Convolution Neural Network 

(CNN) based fast algorithm was proposed to reduce the INTRA 

CU/PU modes for hardwired encoder [29]. However, CNN 

requires additional complexity and accelerators. Although 

many previous works have applied machine learning 

techniques for solving HEVC INTRA CU decision problems, 

the coding performance could be still further improved due to 

the following three reasons. Firstly, representative features 

need to be explored from the video content in order to improve 

the discriminability and reduce complexity overhead. Secondly, 

the optimal learning parameters for complexity allocation 

among different CU layers could be explored. Thirdly, ET and 

Early Skip (ES) strategies shall be jointly used for effective CU 

decisions. 
 

TABLE I  

RATIO OF CU DEPTH FOR DIFFERENT SEQUENCE AND QPS. [%]. 

QP Sequence D0 D1 D2 D3 D4 

22 

BQSquare 0.00  7.80  13.68  20.46  58.06  

BasketBallDrill 0.01  8.91  16.41  35.07  39.61  

FourPeople 1.62  23.15  36.45  23.36  15.42  

ParkScene 2.79  21.30  26.39  25.44  24.08  

Traffic 1.68  18.96  32.29  28.29  18.79  

Average 1.22  16.03  25.04  26.52  31.19  

37 

BQSquare 0.00  16.77  25.15  26.18  31.90  

BasketBallDrill 1.99  32.97  38.90  20.90  5.24  

FourPeople 11.00  33.08  34.61  17.53  3.78  

ParkScene 14.55  35.15  32.58  14.34  3.37  

Traffic 9.05  34.36  36.95  16.81  2.83  

Average 7.32  30.47  33.64  19.15  9.42  
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(a) Quad-tree coding structure in HEVC INTRA coding. 

 

 
       (b) Example of block partition in BQMall (QP is 28). 

Fig.1. CU partition in HEVC INTRA Coding. 

 

In this paper, we propose effective data driven CU size 

decision approaches for HEVC INTRA coding. Two stages of 

classifications are proposed for early INTRA CU decision. 

Meanwhile, representative features of INTRA CU decision are 

explored and the optimal parameters derived from training data 

are achieved for complexity allocation at each CU layer. This 

paper is organized as follows, the statistical analyses of INTRA 

CU size and motivation are presented in Section II. The 

proposed CU size decision and optimization methodologies are 

described in Section III. Extensive experiments and analyses 

are performed in Section IV. Section V draws conclusions. 

II. STATISTICAL ANALYSIS AND MOTIVATION  

In HEVC, quad-tree coding structure of CU partition is 

adopted and there are four levels of CU depth, i{0,1,2,3}, 

where the CU size corresponds to 6464, 3232, 1616 and 

88, respectively, as shown in Fig.1 (a). The minimum CU size, 

i.e., 88, can be further split into 44 block, which is 

conceptually the PU mode with SIZE_NN. Fig.1(b) shows an 

example of CU partition for BQMall sequence coded with 

INTRA at Quantization Parameter (QP) equal to 28, where the 

b/w rectangles indicate CU/PU size partitions. For each CU/PU, 

the best mode will be selected from the 35 INTRA modes [13], 

which include 33 angular modes, 1 DC mode and 1 PLANAR 

mode. In the HEVC model, RMD is used to select a subset (3 to 

10 modes) from 35 modes, which reduces the number of 

candidates for complex full RDO. Finally, in the Residual 

Quad-tree Transform (RQT), the optimal TU size shall be 

determined from up to three TU size candidates, i.e., 3232, 

1616 and 88. In HEVC INTRA coding, only symmetrical 

 
Fig. 2. Time cost of each CU depth. 

 

TABLE II  

COMPLEXITY REDUNDANCIES IN HEVC INTRA CODING. [%] 

QP 22 27 32 37 Average 

BQSquare 66.68  69.25  71.37  73.19  70.12 

BasketBallDrill 70.57  75.21  78.85  80.97  76.40 

FourPeople 78.00  79.35  80.69  82.09  80.03 

ParkScene 75.51  77.92  80.50  82.86  79.20 

Traffic 76.90  79.16  80.93  82.60  79.90 

Average 73.36  76.04  78.35  80.25  77.00 

 

quad-tree transform (SQT) is activated. To sum up, there are 

three major loops of mode decisions, including CU size 

decision, PU INTRA prediction mode decision and TU size 

decision. They are basically determined by trying all loops and 

candidates, then selects the optimal one with the minimum RD 

cost, which is extremely complex. In this paper, we focus on the 

CU size decision, which is outer loop and possess major 

complexity part of the HEVC INTRA encoder. 

We statistically analyze the CU depth distribution and 

time cost of each depth for different test sequences with various 

resolutions and contents, including BQSquare (416240), 

BasketballDrill (832480), FourPeople (1280720), 

ParkScene (19201280) and Traffic (25601920). 100 frames 

of each sequence were encoded by HM 16.7 [31] with all 

INTRA main profile according to the Common Test Conditions 

(CTCs) [32]. QPs are 22, 27, 32, and 37. Table I shows CU 

depth distribution for different sequences and QP equals to 22 

or 37, where D0 to D4 represent Depth 0 to Depth 4. We have 

the following three observations:  

1) The distribution varies from sequences and QPs. Some 

sequences, e.g., BQSquare and BasketballDrill are small 

size CU dominated, where the 88 and 44 CUs are higher 

than 75%. Whereas, some are larger size CU, e.g., 3232 

and 1616, dominated since they are with larger resolution 

and meanwhile more smooth regions are contained.  

2) The average CU distribution of the five sequences from D0 

to D4 are 1.22%, 16.03%, 25.04%, 26.52 %, and 31.19%, 

respectively, when QP is 22. The large size CUs, e.g., 

6464, possess very small ratios. For small resolution 

sequences, such as BQSquare and BasketballDrill, there is 

no 6464 CUs. Meanwhile, small size CUs (88 and 44) 

are dominated in the INTRA coding, which is different 

from the INTER coding [6] that large CU size dominated.  
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3) The distributions are 7.32%, 30.47%, 33.64%, 19.15% and 

9.42%, respectively when QP is 37. As the QP increases, 

the number of larger CUs increases and the number of 

smaller CUs decreases. The relative larger CUs (e.g. 3232 

and 1616) are dominated. It is because while using larger 

QP to achieve higher compression ratio, the encoder 

intends to use larger size CUs leading to less bits but more 

distortions. 

The Depth 0 and Depth 1 are with relative small ratio in 

INTRA coding, which is significantly different from that of 

INTER coding. Using ET scheme is more effective for the case 

that Depth 0 and Depth 1 are dominated or the probabilities of 

Depth 0 to Depth 4 decrease monotonically, but not effective in 

the case that small size CUs are dominated. Therefore, ES and 

ET shall be jointly utilized in fast HEVC INTRA coding. 

In addition, we also analyze the coding time of each CU 

depth in HEVC INTRA coding. It is found from the Fig.2 that 

the time cost of each CU depth are almost consistent for 

different sequences and QPs. The average time cost of INTRA 

coding while using CU Depth 0 to 4 are 10.17%, 12.06%, 

13.61%, 20.00 %, and 41.11%, respectively. Other coding 

overheads possess 3.05%. The complexity increases as the CU 

depth increases. Also, the time cost of CU Depth 3 and Depth 4 

is much larger than those of Depth 0 to Depth 2, since there are 

more angular mode candidates in FULL RDO process in 88 

and 44. Meanwhile, Discrete Sine Transform (DST) is 

additionally adopted in 44 TU decision. Table II shows the 

potential coding complexity redundancies in HEVC INTRA 

CU decision. These redundancies are calculated from CU 

distribution and CU time cost based on the assumption that the 

INTRA CU size can be 100% precisely predicted and 

unnecessary CU checking are all skipped. The complexity 

redundancies vary with sequences and QPs from 66.68% to 

82.86% due to different CU distributions. Theoretically, there 

are 77.00% complexity on average can be reduced, which is the 

maximum complexity reduction of the proposed fast INTRA 

encoding algorithm. 

III. THE PROPOSED DATA DRIVEN CU SIZE DECISION 

APPROACHES IN HEVC INTRA CODING 

A. Framework of the Proposed CU Size Decision 

Compared with traditional statistical approaches, there are 

several unique advantages of the learning based scheme. Firstly, 

rather than traditional one or two hand-crafted key features, 

multiple features can be jointly used. Moreover, they can be 

effectively mapped to a non-linear high dimensional space, 

which improves the discriminative ability. Secondly, it learns a 

more accurate hyper-plane from sample data when compared 

with traditional statistical approaches. Thirdly, sophisticated 

training and learning algorithms can be adopted to achieve 

higher prediction accuracy. Since the CU size decision can be 

modeled as hierarchical binary classifications [6], we develop a 

data driven CU size decision for HEVC INTRA coding, which 

consists of two stages of classifications. Figure 3 shows the 

flowchart of the proposed CU size decision for depth i, which is 

a recursive process. For each input Coding Tree Unit (CTU), its 

features are input to a three-output classifier, which predicts the 

probable CU depth. Let NS, S and RDO in Fig.3 represent  
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Fig. 3. Flowchart of the proposed CU size decision at CU depth i. 

 

non-split, split and uncertain prediction that needs FULL RDO, 

respectively. If the classifier at the Decision Level (DL) i is the 

NS prediction, it only checks the current CU depth i. If it is the 

split prediction, it goes to the CU depth i+1 and checks the four 

sub-CUs at depth i+1. Since the classifier is with limited 

prediction accuracy and there are some feature spaces with high 

risk of false prediction, it goes to the FULL RDO prediction, in 

which the CU at the current depth i and four sub-CUs at the 

depth i+1 are both checked. Then, the optimal CU depth is 

determined based on the RD cost. Note that the proposed CU 

size decision for depth i is a recursive process and at the final 

CU depth, i.e., when CU/PU size is 44, the proposed 

algorithm checks the SIZE_NN mode. Therefore, the INTRA 

CU/PU size decision is designed from 6464 to 44, and 

i{0,1,2,3,4}. 

After the first stage classification/prediction, there are a 

number of samples predicted as uncertain. Therefore, for these 

samples, a second stage classification (see the blue dash 

rectangle in Fig. 3) is used to learn further from available 

information after checking CU depth i, such as bit and RD cost 

of the current CU. Based on these collected new feature values 

and online learning, the second stage classification is used to 

determine the uncertain samples and decide whether the current 

CU is non-spilt and early terminate the CU decision process or 

not. These two stage classifications are effective ways of 

exploiting the available information and meanwhile maintain 

low complexity. 

In addition, at the first stage CU prediction, offline training is 

adopted since it has the following advantages: larger number 

and more diverse training samples could be included since the 
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complexity overhead of training and training sample collection 

will not be included in the encoder; meanwhile, different QPs 

and video contents could be used in the model training. In the 

second stage classification, online model training is adopted 

since it can further exploit the correlation between the training 

and predicting sets. Meanwhile, it is complementary to the 

offline training models and is useful to further discriminate the 

uncertain samples from the first stage decision. The integration 

of online and offline training can more effectively exploit the 

advantages of the two different learning ways. 

B. Features Extraction and Selection for the CU Size Decision 

Based on the features analyses in fast INTRA CU size 

decision schemes [14]-[28], four categories of factors are 

highly correlated to CU size and shall be adopted as the key 

features in INTRA coding. The first category is texture 

information of the video contents since smooth region usually 

leads to large CU size. The second category is pre-analysis 

information of the current CU before coding, which represents 

video content information. The third category is the context 

information of the current CU since there are spatial correlation 

among the neighboring CUs. The last category is the coding 

information of the current CU, which gives more details and 

accurate coding information. Details of the representative 

features are presented as follows: 

1) Texture information: It is of higher efficiency by 

using smaller CU size to encode the texture regions, whereas 

using larger CU size to encode the smooth regions. Based on 

this property, texture information (denoted as xT(i)) will be one 

kind of useful information for CU size decision. Here, we 

calculate the texture of each CU/CTU based on the Mean 

Absolute Difference (MAD) of luminance component, which is 

     
  , ,

1 1
, ,

I i j I i jB B

T I i j I i j
N N 

  
B B

B ,          (1) 

where B is the block of a CU or CTU, NB is the number of 

pixels in block B. I(i,j) is the luminance value of pixel located at 

(i,j) in block B. In addition, the texture difference between the 

current CU (B) and its corresponding four sub-CUs (bi) are also 

adopted as a feature (denoted as xTD(i)), which is calculated as 

     
3

0

i

i

V T T


 B B b ,                     (2) 

For smooth regions that have high probabilities of using large 

CU size, the texture difference value is small. On contrary, this 

difference value becomes larger for texture regions. 

2) Pre-analysis of the current CU: To exploit the 

information of the current CU more precisely, we pre-analyze 

the current CU by encoding it with PLANAR mode, and 

calculates its RD cost and distortion. The first feature is the RD 

cost with the PLANAR mode and normalized by Qstep (i.e., 

divided by Qstep). It is denoted as xRD/Q(i). The second feature 

is the RD cost divided by distortion, denoted by as xRD/D(i). 

Here, we calculated the RD cost only using PLANAR mode has 

two main reasons. Firstly, the complexity of the pre-analysis 

process must be low, since it is an overhead complexity of the 

proposed algorithm. Using PLANAR mode only can avoid the 

complex angular prediction mode decision and has much lower 

complexity. Secondly, the PLANAR mode is of the highest 

probability to be selected as the best mode in the angular mode 

decision. Thus, its RD cost is of the most probably being close 

to the real RD cost via full angular mode decision under the 

circumstance that we only check one mode candidate.  

3) Context information: Since there is a high spatial 

correlation inside of an image, the context information from 

neighboring CU or CTUs shall be used for CU size decision of 

the current CU. For example, if the neighboring CUs are both 

encoded with small CU size, i.e., 88 or 44, the optimal CU 

size of the current CU is probably small CU size, i.e., 88 or 

44. In this paper, three types of context information are used, 

including the neighboring RD cost, CU depth and PU mode of 

neighboring CTUs or CUs. The first is the average RD cost of 

the left and above neighboring CTUs, denoted as xNB_CTU_RD.  
The second is the sum of CU depth of the neighboring CTUs, 

denoted as xNB_CTU_Depth. In HEVC, the CU depth of each CTU 

are labeled with 44 unit, i.e., a 6464 CTU consists of 256 44 

units. Therefore, each CTU has 256 labels of CU depth, each 

label value is from 0 to 3. It is calculated as 

   
255

_ ,4 4 A,4 4

0

_NB CTU Dep L

k

th D k D kx  



    ,          (3) 

where DL,44(k) and DA,44(k) represent the CU depth in 44 unit 

at position k in left and above CTU, respectively. For example, 

for a CTU partitioned with four 3232, the 256 labels are all 1 

(CU depth is 1) and the xNB_CTU_Depth is 256. If the CTU is 

partitioned with 88, the 256 labels are all 3 (CU depth is 3) and 

the xNB_CTU_Depth is 2563. This value indicates the CU partitions 

of the neighboring CTUs. If this value is large, there is a higher 

probability using smaller size CU for the current CU/CTU due 

to spatial texture correlation of the video content. 

 The third is CU/PU depth of the left and above neighboring 

CUs, denoted as xNB_CU+PU_Depth(i). In HEVC standard, the CU 

Depth 0 to 3 are corresponding to CU size 6464 to 88. Then, 

PU modes (SIZE_NN, SIZE_2N2N) are used to indicate 

whether an 88 CU is split into four 44 blocks or not. Thus, 

the sum of neighbor CU and PU depth value is calculated as 

         _ _ 2LNB CU PU Depth L A Ai D i P i D Px i i       ,   (4) 

where DL(i) and DA(i) are CU depth of the left and above 

neighboring CUs if available. PL(i) and PA(i) are the PU mode 

of left and above CUs, which is 0 for SIZE_2N2N and 1 for 

SIZE_NN. The features xNB_CTU_Depth and xNB_CTU_RD are for a 

CTU and usually have less correlation with the small size CUs. 

In other words, neighboring CTU context information are more 

effective in determining larger CUs rather than the smaller CUs. 

Therefore, xNB_CTU_Depth and xCTU_RD are adopted in DL 0 and 1, 

while xNB_CU+PU_Depth is adopted in DL 2 and 3.  

4) Coding information of the current CU. The coding 

information of CU depth i includes the RD cost and coding bits, 

denoted as xRD(i) and xBit(i), respectively. These two 

information are more accurate than the RD cost from the 

pre-analysis in representing the current CU. Basically, as the 

RD cost and coding bits are small, there has a higher probability 

of selecting non-split mode as the best mode. Since it is only 

available after checking the current CU depth, these 

information are used in the second stage classification and the 

online trained classifier. 

Features selection in this paper considers the importance of 

features, number of features, prediction accuracy and 

computational complexity. Representative features are  
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TABLE III  

SELECTED FEATURES FOR THE TWO STAGES OF CLASSIFIERS. 

No. Category  Features 
1st Stage Classification 2nd Stage Classification 

DL0 DL1 DL2 DL3 DL0 DL1 DL2 DL3 

1 Texture Information 
xT(i)         

xTD(i)         

2 
Pre-analysis of Current 

CU 

xRD/Q(i)         

xRD/D(i)         

3 Context Information 

xNB_CTU_RD         

xNB_CTU_Depth         

xNB_CU+PU_Depth(i)         

4 
Coding Information of 

Current CU 

xRD(i)         

xBit(i)         

 

extracted as the above mentioned. More features included in the 

classifications will bring higher prediction accuracy. However, 

they also lead to more extraction time and increase the 

dimension of feature vector, which consequently increase 

complexity overhead. In addition, the coding information of the 

current CU is only available after checking the current CU and 

therefore can only be used in the second stage classification. 

Table III shows the selected features for the two stages 

classifications, where symbol “” indicates the selected feature 

at each DL. Since the complexity is critical in HEVC INTRA 

coding, the number of features shall be minimized subject to 

high prediction accuracy. Therefore, in the DL0 and DL1 of the 

first stage classification, six features including texture (xT(i), 

xTD(i)), pre-analysis (xRD/Q(i), xRD/D(i)) and context (xNB_CTU_RD, 

xNB_CTU_Depth) are adopted. Since the classifiers in DL2 and DL3 

are used more frequently, the complexity overhead is more 

critical, we only adopt one from each category, which are xT(i), 

xRD/Q(i) and xNB_CU+PU_Depth(i).  

In addition, four features are adopted for the second stage 

classification which is implemented after checking the current 

CU depth. At this stage, coding information of the current CU 

is now available. Therefore, xT(i), xRD(i) and xBit(i) are adopted. 

Basically, when xRD(i) and xBit(i) are small, the current CU 

depth is of high probability of being selected as the best CU and 

the rest CU depth is not necessary to be checked. As for the 

feature of context information, xNB_CTU_Depth is used for DL0 and 

DL1 while xNB_CU+PU_Depth(i) is used for DL2 and DL3. This is 

because xNB_CTU_Depth is from neighboring CTUs and has higher 

correlation to the large CUs. For the small CUs, xNB_CTU_Depth is 

distant and the neighbor CU information xNB_CU+PU_Depth has 

closer relation with the current CU size. 

C. Sample Selection for CU Size Decision 

In addition to feature extraction and selection, sample 

selection plays an important role in classification model 

training. The first principle of the sample selection in this work 

is the trade-off between prediction accuracy of the trained 

model and the complexity overhead of the SVM prediction. In 

the first stage offline training process, we select five sequences 

with different image contents and resolutions, which are 

BQSquare (416240), BasketballDrill (832480), FourPeople 

(1280 720), ParkScene (19201080) and Traffic (25601600). 

These sequences were encoded with QPs 22, 27, 32 and 37, 

respectively. Then, the features and the split/non-split labels 

were collected for the model training. We did not use many 

frames for each sequence, because the computational 

complexity of the SVM prediction is direct proportional to the 

number of supporting vectors, which increases dramatically 

along with the number of training samples. Therefore, to 

achieve a good trade-off between the sample variety (different 

video contents, resolutions and QPs) and the complexity of the 

SVM prediction, we limit the number of training samples and 

only one frame of each sequence (encoded with four QPs) are 

collected. In the second stage classification, Ntrain frames are 

encoded while the first stage classification is activated, then 

feature values and coding modes are collected as ground truth 

for the online training. The next Npred frames are encoded with 

the second stage classification, which predicts whether early 

terminate the sub-CU checking or not. Ntrain+Npred is a cycle of 

learning and predicting of the second stage classification. Large 

Ntrain leads to more samples for robust training, however, it 

increases the complexity overhead since it increases the time 

cost of data collection, training and prediction as well.  

The second important principle of the sample selection is 

to keep a balance between the number of positive and negative 

samples. In this work, we randomly dropped the positive 

samples if they are much more than the number of negative 

samples, and vice versa. Then, the ratio of positive to negative 

samples is close to 1:1 for the first stage of classification. For 

the second stage classification, since it is an online learning and 

difficult to predict the ratio of positive to negative samples 

while encoding various video contents, we did not dropped the 

positive or negative samples in the online training. 

Thirdly, the distributions of the CU depths is uneven and 

varies with video contents and QP values, as shown in Table I. 

Usually, there are large number of small size CUs and small 

number of large size CUs (e.g., 6464) in INTRA coding. Since 

the number of training frames is set, we randomly dropped 

small size CUs (samples) so as to reduce the total number of 

training samples for classifiers at larger DLs. 

D. SVM based Classifier Design for the CU Decision 

Since SVM has good performance in tackling the 

numerical problems, it is adopted as the key classifier. Let xi, 

i=1,2,3…., N be the feature vectors of the training set, X. The ith 

sample in the set can be represented as {xi, yi}, where yi is the 

class label, +1 for class S (split) and -1 for class NS (non-split). 

Samples are separable by a designed hyper-plane, which is 

    0

Tf   x ω x ,                         (5) 

where (·) is non-linear mapping function for the feature spaces. 

 is a trained model. To achieve an optimal hyper-plane to  
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Class NS

Class S

ET samples

ES samples
 

Class NS

Class S

Increase WS/WNS

ET samples

FULL RDO samples
 

(a)Traditional SVM classification 
(b) ET scheme using SVM 

classification 

Class NS

Class S

Increase WNS/WS

ES samples

FULL RDO samples

 

Class NS

Class S

ES samples

ET samples

FULL RDO samples

Increase WS,ET/WNS,ET

Increase WNS,ES/WS,ES

 
(c) ES scheme using SVM 

classification 

(d) Joint ET and ES scheme using 

three-output classification  

Fig.4. Examples SVM classification based ET and ES scheme. 

 

separate the samples, cost function is determined as 

     
2

0
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0

1
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2
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i i

T
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s t y i N

  

  

 

  

      

 ω ξ ω

ω x

,    (6) 

where C is a positive constant controlling the relative influence 

of the two competing terms.  is a vector of i. WNS and WS are 

weighted factors for class NS and S that can adjust the 

hyper-plane and the prediction accuracy. NS and NNS are 

numbers of S and NS class samples, N= NS+NNS. In this paper, 

Radial Basis Function (RBF) is adopted as the kernel function 

for the SVM, since it handles the non-linear case well and has 

fewer numerical difficulties [30] when the number of features is 

small. In addition, the constant C is to have a trade-off between 

training error and the flatness of the solution. The larger value 

of C is the less the final training error will be. Accordingly, it is 

set as 100 [6] in this paper, which gives relative larger penalty 

to misclassification as compared with the default value. 

Fig. 4 (a) is the hyper-plane determined by using the same 

weighted factors, i.e., WNS and WS of the classifier are both set 

as 1. Let NFT and NUT be the number of filled and unfilled 

triangles, i.e.,  and , and let NFC and NUC be the number 

of filled and unfilled circuits, i.e.,  and . Let NALL be the 

total number of samples and NALL = NFT+ NUT+NFC+NUC. In this 

case, samples ( and ) are classified as NS mode and early 

terminate the rest CU coding process. Thus, the ET rate is (NFT 

+NUC)/NALL. Samples ( + ) are classified as S and ES 

scheme is activated for the current CU depth. Thus, the ES rate 

is (NFC +NUT)/NALL. The misclassified samples ( + ) will 

lead to the RD degradation. Due to the variety of video contents 

and high similarities between CU modes in upper and lower 

layers, it is difficult to find a powerful learning algorithm and 

representative features that can always maintain sufficient 

prediction accuracy, e.g., (NFT+NFC)/NALL is higher than 95% or 

(NUC+NUT)/NALL is smaller than 5%. Some positive and 

negative samples may stick together and difficult to be 

distinguished, i.e., non-separable samples. Fig. 4 (a) shows a 

classification illustration of an optimal model learned from 

given features. However, there are also many misclassified 

samples, shown as the unfilled circles and triangles.  

Fig.4 (b) and (c) shows the testing examples of ET and ES 

schemes using the SVM classification, respectively, where the 

black filled samples ( + ) are checked with FULL RDO, 

( + ) are ET samples, and ( + ) are ES samples. For 

the split (S) prediction, the current CU depth can be skipped 

and goes to next CU depth directly, which is ES process. For 

the NS prediction, the current CU depth is checked and the rest 

CU depths are skipped, which is called ET. For the ET scheme 

in Fig. 4 (b), samples ( + ) classified as NS will be early 

terminated after checking the current CU depth. Meanwhile, 

black filled samples ( + ) are FULL RDO samples that 

encoded by the original FULL RDO process, in which neither 

ES nor ET is used. FULL RDO samples can 100% accurately 

obtain the best mode since the coding process is identical to the 

original HEVC encoder. As we use the C-SVM classifier, the 

optimal hyper-plane can be adjusted by giving different 

penalties to the misclassification of class NS or S. For example, 

increasing WS/WNS gives higher penalty to misclassification of 

Class S. The numbers of ET samples and the misclassified 

samples ( ) will be reduced at the same time. Meanwhile, 

FULL RDO samples are increased, which indicates less 

complexity reduction. Similarly, Fig. 4 (c) is an illustration of 

ES scheme. Samples ( + ) are classified as S and checking 

the current CU depth will be skipped. As WNS/WS increases, the 

hyper-plane goes down and ES rate reduces. Meanwhile, the 

number of misclassified samples ( ) will be reduced and the 

number of FULL RDO samples will be increased.  

To reduce the number of misclassified samples (both NS and 

S), we can adjust the weighted factors and combine Fig. 4 (b) 

and (c) to be Fig. 4 (d), which is adopted from [6]. Two C-SVM 

classifiers with different parameters (WS and WNS) are adopted. 

The weights (WS and WNS) for the ET classifier are denoted as 

(WS,ET, WNS,ET). Meanwhile, the weights (WS and WNS) for the 

ES classifier are denoted as (WS,ES, WNS,ES). As we increase the 

weight WS,ET/WNS,ET for Classifier #1 and meanwhile decrease 

the weight WS,ES/WNS,ES for the other classifier, Classifier #2, 

the number of samples classified as FULL RDO are increased 

in both up and down directions, as shown in Fig. 4 (d). The 

output of the new designed three-output classifier (OC1) is 

defined as  

1 2

1 1 2

1 2

&

&

C

NS O NS O NS

O RDO O O

S O S O S

 


 
  

 ,               (7) 

where O1 and O2 are the outputs of classifier #1 and #2, which 

are S (+1) or NS (-1). RDO indicates FULL RDO prediction. 

The CU size of these FULL RDO samples can be 100% 

accurately determined, i.e., no RD loss. However, no 

complexity reduction could be achieved since both split and 

non-split are checked, which is no gain either. Overall, the 

number of misclassified NS samples (red unfilled triangles ) 

and S samples (blue circles ) are both reduced significantly. 
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In the proposed algorithm (see Fig.3), the three-output 

classification (Fig. 4 (d)) is used for the first stage classification. 

Meanwhile, to further ET the FULL RDO samples, an ET 

scheme (Fig. 4 (b)) is used for the second stage classification. 

The output of the second stage classifier (OC2) is presented as 

1

2

1

C

NS O NS
O

RDO O S


 


,                              (8) 

where O1 is the output of a binary SVM classifier. 

IV. OPTIMAL PARAMETER DETERMINATION FOR TWO STAGES 

OF LEARNING CLASSIFIERS 

A. The Optimal Complexity Allocation among DLs for the 

First Stage Classification 

False predictions at different DLs may lead to different RD 

cost increase; meanwhile, the RD cost increases caused by false 

positive and false negative prediction are also different. To 

obtain the optimal weighted factors for the classifiers #1 and #2 

(corresponding to ET and ES schemes), we analyze the impacts 

of the miss-classification on the RD cost and complexity 

reduction in each CU DLs. There are two schemes in this 

analytical experiment. One is the ET scheme in which the CU is 

predicted as non-split (Class NS) and the rest CU level is not 

necessary to be checked, i.e., early terminate the coding process. 

The other is ES scheme in which the CU is predicted as spilt 

(Class S) and the current CU coding process is skipped. The 

two schemes corresponds to Fig.4 (b) and (c). 

 To quantify the impacts of the weighted factors (WS and WNS) 

in the ET and ES schemes at each CU decision layer from DL0 

to DL3, five test video sequences with different resolutions and 

contents were encoded, which are BlowingBubbles (416240), 

PartyScene (832480), Vidyo3 (1280720), BasketballDrive 

(19201080) and Traffic (25601600). QP is 22, 27, 32 and 37. 

While training models for the first stage classification, the ratio 

WS:WNS are configured from 5:1 to 1:5 with 0.5 step, i.e., {5:1, 

4.5:1, 4:1, …1:1, 1:1.5, 1:2,….1:4.5, 1:5}.  

Fig.5 shows the Bjonteggard Delta Bit Rate (BDBR) and 

complexity reduction for ET scheme at DL i, which are with 

legend “DLi_ET”, i{0,1,2,3}. The y-axis is BDBR of the ET 

or ES scheme when comparing to the original HM and the 

x-axis is the parameter WS/WNS in log scale, i.e., Log2(WS/WNS). 

We can observe that the BDBR increases from 0% to 15% for 

DL0 to DL3 as Log2(WS/WNS) increases. The BDBR is less than 

0.5% when Log2(WS/WNS) is smaller than -2.0. As the ET 

schemes at DL0 to DL3 are simultaneously applied to the final 

optimized scheme, the BDBRs and complexity reductions are 

additive. Therefore, as we shall maintain the overall BDBR is 

smaller than a target bit rate (RT), small values of 

Log2(WS/WNS) shall be selected so as to constrain the BDBR at 

each DL within a sufficient low value. Meanwhile, Fig.5 also 

shows the BDBR for ES scheme, which are with legend 

“DLi_ES”, i{0,1,2,3}. The BDBR values decrease as 

Log2(WS/WNS) increases. The BDBR value is very small for all 

Log2(WS/WNS) at DL0 which indicates the learning algorithm is 

essentially accurate for the ES scheme at DL0. For DL1 to DL3, 

we shall use large Log2(WS/WNS) in order to guarantee the 

overall BDBR from the four DLs is negligible. The BDBR 

increase (Rm) of the ET and ES schemes at the four DLs are 

fitted with Logistic function, which can be presented as  

 
Fig.5. BDBR for the ES and ET schemes with different weighted 

factors. 

 
Fig.6. Complexity reduction for the ES and ET schemes with different 

weighted factors. 

 

 ,1 m m c m

m

m k x x

p
R

e
 

 


,                                   (9) 

where km, pm and xc,m are fitting parameters, xm is Log2(WS/WNS) 

of the scheme m, m represents ET and ES schemes at the four 

different DLs, m{DLi_ES}{DLi_ET}, i{0,1,2,3} 

Fig.6 shows the complexity reduction by individual ES and 

ET scheme at each DL, where the dots are the real collected 

data under different Ws/WNS configurations and the curves are 

the linear fitted results. The y-axis is the complexity reduction 

and the x-axis shows different parameters, i.e., Log2(WS/WNS). 

It is found that the complexity reduction increases as 

Log2(WS/WNS) increases for the ET schemes, and meanwhile, it 

decreases as Log2(WS/WNS) increases for the ES schemes. For 

the DL3_ES scheme, the complexity reduction is positive 

because the overhead caused by the feature extraction and 

prediction using the classifier is more than complexity 

reduction from ES. The complexity reduction of ES and ET 

scheme at each DL can be fitted with linear function as 

m m m mT a b x   ,                          (10) 

where am and bm are the fitting parameters for the scheme m. 

The detailed fitting parameters in Eqs. (9) and (10) and fitting 

accuracy are shown in Table IV. 

According to the complexity reduction and BDBR increases, 

our optimization objective is finding optimal vector X={xm} to  
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TABLE IV  

FITTING PARAMETERS, ACCURACY AND THE OPTIMAL WEIGHTED FACTOR SETS. 

 ES scheme ET scheme 

m DL0 DL1 DL2 DL3 DL0 DL1 DL2 DL3 

Logistic 

Fitting 

pm 0.023 0.888 1.729 3.321 9.730 16.860 8.443 2.661 

km -2.942 -1.113 -1.507 -1.480 1.434 1.490 2.870 2.482 

xc,m -1.285 -1.242 -0.165 0.393 0.336 0.683 0.700 1.076 

Accuracy (R2) 0.993 0.995 0.997 0.998 0.992 0.999 0.999 0.999 

Linear 

Fitting 

am -8.262 -6.368 -5.357 -3.796 -24.033 -39.530 -33.829 -21.185 

bm 0.820 1.565 1.844 2.821 -7.688 -13.088 -11.457 -5.603 

Accuracy (R2) 0.859 0.889 0.895 0.973 0.968 0.988 0.956 0.956 

RT=1.0% xm=Log2(WS/WNS) -1.287 1.112 2.158 2.906 -2.287 -1.881 -0.666 -0.255 

RT=1.0% (WS,WNS) (1:2.440) (2.161:1) (4.464:1) (7.497:1) (1:4.881) (1:3.683) (1:1.587) (1:1.193) 

RT=1.5% xm=Log2(WS/WNS) -1.288 0.726 1.906 2.655 -2.030 -1.634 -0.539 -0.101 

RT=1.5% (WS,WNS) (1:2.442) (1.654:1) (3.748:1) (6.298:1) (1:4.084) (1:3.104) (1:1.453) (1:1.073) 

 

TABLE V. 

RATIOS OF SPLIT AND NON-SPLIT PREDICTIONS AND THEIR PREDICTION 

ACCURACIES [%]. 
Sequences DL i PS(i) PNS(i) PRDO(i) AS(i) ANS(i) 

BlowingBubb. 

0 100.00 0.00 0.00 100.00 INVALID 

1 76.72 1.93 21.35 100.00 86.40 

2 63.85 3.40 32.75 99.93 86.79 

3 63.47 7.10 29.43 97.48 100.00 

PartyScene 

0 100.00 0.00 0.00 100.00 INVALID 

1 88.26 0.81 10.93 100.00 100.00 

2 82.23 1.66 16.11 99.99 99.19 

3 78.04 3.30 18.66 97.46 100.00 

BasketballDr. 

0 64.90 26.74 8.36 100.00 100.00 

1 16.19 38.21 45.60 100.00 100.00 

2 20.49 19.82 59.70 99.30 99.49 

3 31.07 21.85 47.08 93.93 100.00 

Vidyo3 

0 80.73 13.31 5.96 100.00 100.00 

1 24.22 25.08 50.70 100.00 100.00 

2 21.54 31.59 46.87 98.17 98.69 

3 35.92 20.58 43.50 80.15 100.00 

Traffic 

0 90.40 5.57 4.03 100.00 100.00 

1 30.66 14.11 55.23 100.00 100.00 

2 30.40 17.03 52.58 99.51 99.64 

3 35.88 16.28 47.84 94.82 100.00 

Average 

0 87.21 9.12 3.67 100.00 100.00 

1 47.21 16.03 36.76 100.00 97.28 

2 43.70 14.70 41.60 99.38 96.76 

3 48.88 13.82 37.30 92.77 100.00 

*Note that the INVALID indicates there is no NS prediction and the accuracy is 

invalid. They are not taken into account in calculating the average values 

 

minimize the total computational complexity subject to the 

total BDBR increase is smaller than the target RT, which is 

presented as 

 min 1 , . .m m TT s t R R     
X

.                   (11) 

Minimize the computational complexity of the encoder is to 

maximize the complexity reduction of the proposed algorithm. 

Thus, Eq. (11) can be solved by transforming it to be a 

Largrange optimization function, which is presented as  

 arg max , m m TJ J T R R      
X

X .        (12) 

It is easy to prove Eq. (12) is convex. Thus, we take partial 

derivation to each xm and ,  and then set them to 0. Solve these 

nine equations, the optimal xm can be obtained for each ET and 

ES schemes. Table IV shows the fitting parameters, accuracy 

and the optimal weighted factor sets for training the offline 

classifiers. The bottom four rows of Table IV show the optimal 

xm and corresponding (WS,WNS) for the ET and ES schemes at 

four DLs given the target RT with 1% or 1.5%, respectively. 

Given the optimal xi, its corresponding (WS,WNS) can be 

determined. For example, at DL1@RT=1.0%, xm is 1.112 and 

-1.881 for the ES and ET schemes, respectively. Then, the 

corresponding (WS,WNS) to the xm will be set as (2.161:1) and 

(1:3.683). The (WS,WNS) for training the classifiers at the rest 

DLs can be derived accordingly, as shown in Table IV. 

Similarly, xi and (WS,WNS) can be calculated by using the 

parameters in Table IV if we set another target RT, e.g. 2.0%. 

To further testify the performance of the first stage 

classification while using the obtained optimal weighted factors 

(WS,WNS), we count the ratios of split and non-split prediction 

as well as their prediction accuracies, as shown in Table V. 

PS(i), PNS(i) and PRDO(i) represent the ratios of split, non-split 

and FULL RDO prediction at the DL i while the first stage of 

classifications are applied in the HEVC CU decision. Last two 

columns, AS(i) and ANS(i) represent the accuracies of split and 

non-split prediction in the INTRA coding. We observe that the 

average AS(i) is 100%, 100%, 99.38% and 92.77%, while the 

average ANS(i) is 100%, 97.28%, 96.76% and 100%, 

respectively, from DL0 to DL3, which indicates the prediction 

is highly accurate. On the other hand, PS(i), PNS(i) and PRDO(i) 

varies with video contents, DLs and QPs according to the test 

results. PS(i) is 87.21%, 47.21%, 43.70% and 48.88%, 

respectively. PNS(i)  is 9.12%, 16.03%, 14.70% and 13.82%, 

respectively. PS(i) is dominated as compared with PNS(i), which 

is reasonable since the small size CU is dominated according to 

the CU distribution statistics in Table I. Basically, it is found 

that the proposed classifiers are effective and have sufficient 

high prediction accuracy. Meanwhile, the classification can 

adapt to various video contents, DLs and QPs and work well. 

B. The Optimal Parameter Determination for the Second 

Stage Classification. 

In the first stage, the feature information input to the learning 

algorithm includes pre-analysis information, texture 

information and previously coded context information. 

However, these information are obtained before encoding the 

current CU depth. Due to limited feature information at the first 

stage, i.e., without the encoding information of the current CU, 

the prediction accuracy of the learning algorithm is limited. We 

thus may need to increase the number of FULL RDO samples 

to improve the prediction accuracy of the first stage 

classification. As tabulated in Table V, it is observed that the  
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(b) Ratio of early terminated samples 

Fig.7. Prediction accuracy and ratio of early terminated samples for the 

second stage classification. 

 

ratio of FULL RDO samples (PRDO(i)) are relative small for 

PartyScene, which are 0%, 10.93%, 16.11% and 18.66% 

respectively from DL0 to DL3. However, they are large for 

BasketballDrill, Vidyo3 and Traffic sequences, the PRDO(i) 

value of which is up to 59.70%. On the other hand, the PRDO(i) 

is from 0% to 8.36% for DL0 and increases for DL1 to DL3. 

Overall, the average ratio of FULL RDO samples are 3.67%, 

36.76%, 41.60%, and 37.30%, respectively, from DL0 to DL3. 

Since the FULL RDO sample is relative large and shall be 

further early terminated for more complexity reduction, we thus 

propose the second stage classification and the corresponding 

ET algorithm. In this stage, classification is adopted to 

determine whether skip checking the rest CU depth or not. 

Therefore, only one binary SVM classifier is required, in which 

the NS is skip the sub-CU and RDO checks the sub-CU, shown 

as Fig. 4(b) and Eq.(8). 

Since the current CU depth has been encoded and checked in 

the first stage, the by-product information of encoding the 

current CU depth is available for the second stage in 

determining whether to early terminate the rest CU depth. Here, 

the number of features is strictly controlled since the prediction 

complexity of the SVM is in direct proportional to the number 

of features as well as supporting vectors. In this stage, four 

dimensional feature vectors are adopted, including the RD cost 

of the current CU depth (xRD), the number of bit of the current 

CU depth (xbit), and texture information (xT). The fourth feature 

is xNB_CTU_Depth when the current CU depth is small than 2. 

Otherwise, the fourth feature is xNB_CU+PU_Depth. Details of the 

adopted features for online classifiers are shown in Table III.  

Models of the first stage classification are from an offline 

training scheme. The advantages of the offline training include 

1) large training set with various content and properties. Also, 

sophisticated training process could be included and it is not 

required in the encoding process. 2) the training samples and 

ground truth do not need to be collected in the coding. However, 

the disadvantage is that the training samples may significantly 

different from the samples and parameters (e.g., QPs) in the 

video coding, which degrades the prediction accuracy. To 

tackle this problem, we adopt the online training scheme in the 

second stage classification to refine samples predicted as the 

FULL RDO by the first stage classification. Previous encoded 

INTRA CU samples are statistically used in training models for 

the online classifiers [24]. Since the sample collection and 

training will introduce the complexity overhead in the encoding 

process, the number of training samples of each DL is set to be 

smaller than 1000 and the number of training frames is within 

NTrain, whose aim is to maintain the prediction accuracy while 

minimizing the complexity overhead. Here, NTrain is set as 2 to 4 

depends on the resolution of test sequences. 

Similar to the ET algorithm in Section IV.A, the weighted 

factors (WS/WNS) for the classifiers (four classifiers in total and 

one for each DL) in the second stage classification shall also be 

determined. Five sequences including BlowingBubbles, 

PartyScene, Vidyo3, BasketballDrive and Traffic were tested. 

QP was set as 22, 27, 32 or 37, and the first stage offline trained 

classifier was activated with the pre-determined optimal 

parameter sets. Eleven sets of the weighted factors (WS,WNS), 

including (5,1), (4,1), (3,1), (2,1) (1,1), (1,2), (1,3), (1,4) and 

(1,5), were tested. The coding performance are evaluated in 

terms of the prediction accuracy and ratio of early terminated 

samples, as shown in Fig. 7.  

It is observed from the Fig. 7 that the prediction accuracy of 

the second stage ET classification reduces as the Log2(WS/WNS) 

increases, i.e., (WS, WNS) changes from (1,5) to (5,1). High 

prediction accuracy indicates small RD degradation. The 

prediction accuracy can be higher than 95% for DL3 and 98% 

for DL0 to DL2 if we select small Log2(WS/WNS), which 

maintains sufficient high accuracy. Note that for the CU DL0, 

the results of BlowingBubbles and PartyScene are not counted 

in the final accuracy and ratio results since there is no 6464 

CU in most cases. On the other hand, the ratio of the early 

terminated samples increases for the four DLs as the parameter 

Log2(WS/WNS) increases. This ratio indicates the complexity 

reduction of the encoder and more complexity reduction could 

be achieved as if the ratio becomes larger. Meanwhile, the ratio 

increases slowly for DL0 but fast for DL3. Basically, the trends 

of the ET ratio are in inverse proportion to the prediction 

accuracies. Here, the optimization objective of this stage 

classification is to minimize the coding complexity subject to 

negligible RD degradation. In other words, it maximizes the ET 

ratio subject to sufficient high prediction accuracy, e.g., 97%. 

The parameter (WS, WNS) from DL0 to DL3 are set as (1:2), 

(1:2.25), (1:2.5) and (1:4.0), respectively, so as to give high 

priority to prediction accuracy.  
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V. EXPERIMENTAL RESULTS AND ANALYSES 

To testify the coding effectiveness of the proposed CU size 

decision approaches, we implemented them and reference 

algorithms on the latest reference HEVC platform HM16.7 [31]. 

Let “Proposed_C1” and “Proposed_ALL” denote only the first 

stage classification is activated and the two stages of 

classifications are both activated, respectively, for the proposed 

algorithm. “ShenCSVT14” [14], “MinCSVT15” [15] and 

“ZhangTII15” [16] are the fast INTRA CU decision algorithms 

implemented in HM16.7 for comparison. The sizes of largest 

CU and smallest CU are 6464 and 88, respectively, which 

means the maximum CU depth is 4. The minimum and 

maximum RQT transform sizes are 4 and 32, respectively. Four 

QPs, 22, 27, 32 and 37, were used. All INTRA main 

configuration was adopted and all the frames were encoded 

with INTRA frames. The rest coding parameter settings follow 

the CTC [32]. Twenty-six standard video sequences with 

various resolutions from 416240 to 25601920 and contents 

were encoded. All the video coding experiments were 

performed on HPZ840 workstation with Intel Xeon CPU 

E5-265v3@2.30 GHz and 2.3GHz, 64GB, Windows 7 64-bit 

professional operating system. Bjonteggard Delta 

Peak-Signal-to-Noise Ratio (BDPSNR) and BDBR [33] are 

used to evaluate the RD performance of the proposed and 

reference schemes while compared with the original HM16.7. 

In addition, time saving ratio (T) is used to measure the 

complexity reduction of the tested schemes, and it is defined as 

   

 

4

1

1
100%

4

HM i i

i HM i

T QP T QP
T

T QP






   ,       (13) 

where THM(QPi) and T(QPi) is the coding time of using the 

original HM16.7 and the scheme  with QPi, {MinCSVT15, 

ShenCSVT14, ZhangTII15, Proposed_C1, Proposed_ALL}. 

At the first stage classification, the first frame of five video 

sequences, including BQSqure, BaskeballDirll, FourPeople, 

ParkScene and Traffic were encoded with QPs from 22 to 37 by 

the original HM16.7, in which the best CU size (the ground 

truth) and feature values are collected as the training set. As the 

target allowable bit rate increase RT is set as 1% in this paper, 

the parameters (WS,WNS) of training the offline classifiers are 

set as (1:2.440), (2.161:1), (4.464:1), and (7.497:1) for the ES 

scheme from DL0 to DL3. Meanwhile, (WS,WNS) are set as 

(1:4.881), (1:3.683), (1:1.587) and (1:1.193), respectively, for 

the ET scheme from DL0 to DL3, as illustrated in Table IV.  At 

the predicting stage, the trained models are loaded to encode the 

26 test sequences. For the second stage classification, Ntrain is 

set as 2 for large resolution sequences, such as 1280720, 

19201280 and 25601920, 3 and 4 for small resolutions 

sequences, i.e., 832480 and 416240, which intends to collect 

more samples for small resolution sequences. Ntrain+Npred=200 

means the next 196 to 198 frames are used as predicting and 

this training/predicting process is repeated every 200 frames. 

Additionally, for training the online classifier, the parameter 

(WS, WNS) from DL0 to DL3 are set as (1:2), (1:2.25), (1:2.5)  

 
TABLE VI  

RD AND COMPLEXITY COMPARISON BETWEEN THE PROPOSED ALGORITHM AND THE BENCHMARKS. 

Test Sequences 

ShenCSVT14 vs HM MinCSVT15 vs HM ZhangTII15 vs HM 

BDBR 

[%] 

BDPSNR 

[dB] 
T 

[%] 

BDBR 

[%] 

BDPSNR 

[dB] 
T 

[%] 

BDBR 

[%] 

BDPSNR 

[dB] 
T 

[%] 

BQMall 1.92  -0.10  -35.06  1.55  -0.08  -25.72  1.05  -0.06  -36.10  

BQSquare* 0.25  -0.02  -26.64  0.38  -0.03  -34.41  1.32  -0.11  -23.38  

BQTerrace 1.47  -0.07  -40.64  1.79  -0.09  -30.58  1.03  -0.05  -46.96  

BasketballDrillText 1.59  -0.08  -32.79  1.54  -0.08  -29.55  0.29  -0.02  -31.19  

BasketballDrill* 1.33  -0.06  -32.10  1.84  -0.09  -26.27  0.36  -0.02  -31.07  

BasketballDrive 2.44  -0.07  -52.60  2.45  -0.07  -23.20  0.67  -0.02  -48.07  

BasketballPass 1.15  -0.06  -35.20  1.01  -0.06  -21.60  0.91  -0.05  -41.21  

BlowingBubbles 0.50  -0.03  -20.71  0.75  -0.05  -19.65  0.42  -0.02  -21.45  

Cactus 2.29  -0.08  -40.14  1.72  -0.06  -26.23  1.32  -0.04  -42.05  

Flowervase 2.48  -0.15  -59.90  0.94  -0.06  -38.80  1.16  -0.07  -53.87  

FourPeople* 2.82  -0.15  -48.04  2.52  -0.14  -35.61  1.09  -0.06  -43.73  

Johnny 4.43  -0.18  -57.04  3.35  -0.13  -44.81  1.17  -0.05  -55.94  

Keiba 1.75  -0.08  -43.19  2.29  -0.11  -30.43  0.96  -0.05  -45.92  

Kimono 1.45  -0.05  -36.34  5.05  -0.17  -22.96  1.00  -0.04  -55.26  

KristenAndSara 4.80  -0.23  -57.82  3.30  -0.16  -43.02  1.15  -0.06  -54.78  

NebutaFestival 1.17  -0.07  -9.90  6.61  -0.40  -17.18  0.41  -0.03  -59.69  

ParkScene* 1.72  -0.07  -37.03  1.26  -0.05  -20.91  0.73  -0.03  -37.79  

PartyScene 0.40  -0.03  -28.67  0.57  -0.04  -24.10  0.91  -0.06  -30.77  

PeopleOnStreet 1.66  -0.09  -36.43  3.75  -0.20  -31.01  0.52  -0.03  -36.23  

RaceHorses 0.75  -0.04  -20.34  1.12  -0.06  -20.82  1.86  -0.10  -28.50  

SteamLocomotiveTrain 1.69  -0.06  -47.24  3.69  -0.14  -26.28  0.97  -0.04  -60.54  

Tennis 3.34  -0.10  -59.49  2.87  -0.08  -31.05  1.22  -0.04  -58.57  

Traffic* 1.86  -0.09  -39.39  2.50  -0.12  -24.49  0.72  -0.04  -39.75  

Vidyo1 3.39  -0.16  -56.92  3.07  -0.15  -35.63  1.42  -0.08  -51.40  

Vidyo3 7.06  -0.36  -59.22  3.05  -0.16  -39.30  0.86  -0.05  -49.80  

Vidyo4 4.52  -0.21  -54.12  2.39  -0.11  -35.91  1.10  -0.05  -46.67  

Average exclude * 2.39  -0.11  -42.08  2.52  -0.12  -29.42  0.97  -0.05  -45.47  

Average overall 2.24  -0.10  -41.04  2.36  -0.11  -29.21  0.95  -0.05  -43.49  
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TABLE VI  

RD AND COMPLEXITY COMPARISON BETWEEN THE PROPOSED ALGORITHM AND THE BENCHMARKS.(CONT.) 

Test Sequences 

Proposed_C1 vs HM Proposed_ALL vs HM 

BDBR 

[%] 

BDPSNR 

[dB] 
T 

[%] 

BDBR 

[%] 

BDPSNR 

[dB] 
T 

[%] 

BQMall 0.98  -0.05  -37.59  1.07  -0.06  -38.38  

BQSquare* 0.33  -0.03  -35.96  0.50  -0.05  -36.29  

BQTerrace 0.88  -0.05  -42.29  1.05  -0.05  -51.03  

BasketballDrillText 0.62  -0.04  -39.11  0.82  -0.05  -39.74  

BasketballDrill* 0.76  -0.04  -38.80  0.99  -0.05  -39.74  

BasketballDrive 1.31  -0.04  -50.85  1.87  -0.06  -61.09  

BasketballPass 0.53  -0.03  -41.73  1.34  -0.08  -45.99  

BlowingBubbles 0.15  -0.01  -27.15  0.48  -0.03  -27.95  

Cactus 0.95  -0.03  -43.83  1.02  -0.04  -45.50  

Flowervase 1.53  -0.09  -56.04  2.22  -0.14  -60.45  

FourPeople* 1.53  -0.09  -50.14  1.70  -0.10  -51.76  

Johnny 2.16  -0.09  -63.39  3.01  -0.12  -67.99  

Keiba 1.00  -0.05  -50.35  1.45  -0.07  -52.23  

Kimono 1.08  -0.04  -63.04  3.72  -0.13  -80.53  

KristenAndSara 1.83  -0.09  -61.58  2.39  -0.12  -63.56  

NebutaFestival 1.47  -0.09  -34.46  1.76  -0.11  -70.46  

ParkScene* 0.59  -0.02  -39.88  0.67  -0.03  -40.01  

PartyScene 0.16  -0.01  -28.91  0.24  -0.02  -28.82  

PeopleOnStreet 1.12  -0.06  -44.37  1.20  -0.06  -44.81  

RaceHorses 0.67  -0.04  -33.40  1.18  -0.07  -40.11  

SteamLocomotiveTrain 1.17  -0.04  -66.29  1.45  -0.05  -75.93  

Tennis 1.67  -0.05  -63.41  2.28  -0.07  -70.81  

Traffic* 0.90  -0.05  -45.32  0.98  -0.05  -45.69  

Vidyo1 1.95  -0.10  -59.74  2.54  -0.12  -62.01  

Vidyo3 2.22  -0.12  -56.02  3.15  -0.17  -64.36  

Vidyo4 1.42  -0.07  -56.15  1.89  -0.09  -59.18  

Average exclude * 1.19  -0.06  -48.56  1.72  -0.08  -54.81  

Average overall 1.12  -0.05  -47.30  1.58  -0.08  -52.48  

Note * represents that a few frames of these sequences have been used as training set for offline learning the 1st stage classifiers. 

and (1:4.0) respectively, as presented in Section IV.B. For both 

the offline and online classifier learning, these parameters (WS, 

WNS) were determined offline and only once. Therefore, there is 

no complexity overhead of the encoder for the optimal 

parameter determination. 

Table VI presents the RD and complexity reduction among 

ShenCSVT14, MinCSVT15, ZhangTII15, the proposed 

algorithm and the original HM algorithm. It is observed that the 

ShenCSVT14 reduces complexity from 26.64% to 59.49%, 

41.04% on average. Meanwhile, the average BDBR and 

BDPSNR are 2.24% and -0.10dB, respectively. For sequences, 

such as KristenAndSara, Johnny, Vidyo4 and Vidyo3, the 

BDBR increases from 4.43% to 7.06%, which is large. 

MinCSVT15 scheme reduces the coding time from 17.18% to 

44.81%, 29.21% on average. Meanwhile, the average BDBR 

increase and BDPSNR degradation are 2.36% and 0.11 dB, 

respectively. For sequences such as NebutaFestival and 

Kimono, the complexity reduces 17.18% and 22.96%, while the 

BDBRs increases 6.61% and 5.05%, respectively. This method 

is not so efficient for these sequences mainly because the hard 

threshold is not effective for all sequences and various frames. 

In addition, we can observe that ZhangTII15 reduces 

complexity from 23.36% to 55.94%, and 43.49% on average, 

while the average BDBR and BDPSNR are 0.95% and -0.05 dB, 

respectively. 

As for the proposed algorithms, it is observed that the 

Proposed_C1 achieves 27.15% to 66.29%, 47.30% complexity 

reduction on average when compared with the original HM. 

Meanwhile, the BDBR and BDPSNR are 1.16% and -0.05 dB 

on average. While excluding the five training sequences, the 

average complexity reduction, BDBR and DBPSNR are 

48.56%, 1.19% and -0.06 dB, respectively. As for the 

Proposed_ALL in which the two stages of classification are 

jointly used, it can achieve 36.29% to 80.53% complexity 

reduction on average. Meanwhile, the BDBR and BDPSNR are 

1.58% and -0.08 dB on average, respectively. While excluding 

the five training sequences, the average complexity reduction, 

BDBR and DBPSNR are 54.81%, 1.72% and -0.08dB. 

Compared with the Proposed_C1, the Proposed_ALL can 

achieve 52.48% - 47.30%=5.18% more complexity reduction, 

which means the proposed algorithm becomes more effective 

owing to the online learning. Especially for the large resolution 

sequences including Kimono, BasketballDrive, NebutaFestival, 

SteamLocomotiveTrain and Tennis etc., the Proposed_ALL can 

achieve about 10% more complexity reduction. Compared with 

ShenCSVT14 and MinCSVT15, the Proposed_ALL achieves 

much more complexity reduction and less RD degradation. As 

compared with ZhangTII15, the Proposed_C1 has 3.81% more 

complexity reduction while at cost of 0.17% BDBR increase. 

Meanwhile, the Proposed_ALL has 52.48% - 43.49% = 8.99% 

more complexity reduction at cost of 0.03 dB BDPSNR 

degradation or 0.63% BDBR increase. Basically, the 

Proposed_C1 and Proposed_ALL have more complexity 

reduction and are more effective. 
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TABLE VII  

COMPLEXITY OVERHEAD OF THE CLASSIFICATION AT DIFFERENT STAGES AND DLS. [%] 

Test Sequences 

COH() of 1st Stage Offline Classification COH() of 2nd Stage 

Online Classification DL0 DL1 DL2 DL3 Total 

BQMall 2.10 2.51 4.11 6.05 14.77 2.10 

BQSquare 1.97 2.53 4.19 6.73 15.42 0.79 

BQTerrace 2.32 2.47 4.15 5.80 14.74 2.91 

BasketballDrillText 2.22 2.68 4.40 5.74 15.03 1.69 

BasketballDrill 2.24 2.69 4.41 5.62 14.95 1.88 

BasketballDrive 2.82 2.90 4.27 5.03 15.02 2.21 

BasketballPass 1.86 2.67 4.49 5.47 14.49 0.96 

BlowingBubbles 1.48 2.19 3.89 6.44 13.99 1.21 

Cactus 2.31 2.53 4.05 5.59 14.47 2.58 

Flowervase 2.94 3.12 4.11 4.54 14.72 0.50 

FourPeople 2.58 2.75 4.68 5.82 15.83 1.73 

Johnny 3.50 2.55 4.47 5.04 15.56 0.91 

Keiba 2.63 2.60 4.23 6.36 15.82 2.06 

Kimono 3.12 3.59 4.94 3.85 15.50 0.66 

KristenAndSara 3.39 3.05 4.28 4.82 15.54 0.83 

NebutaFestival 1.87 2.02 3.34 5.53 12.75 2.21 

ParkScene 2.18 2.37 3.90 5.43 13.88 2.77 

PartyScene 1.86 2.12 3.57 6.26 13.81 2.20 

PeopleOnStreet 2.34 2.67 4.87 6.60 16.48 2.57 

RaceHorses 1.61 2.07 4.05 6.03 13.75 1.13 

SteamLocomotiveTrain 3.72 2.79 3.71 3.95 14.17 1.33 

Tennis 3.35 3.41 4.82 4.25 15.83 1.40 

Traffic 2.39 2.68 4.61 5.64 15.32 2.56 

Vidyo1 3.17 3.30 4.93 4.80 16.21 1.08 

Vidyo3 2.97 3.18 4.55 5.00 15.71 0.97 

Vidyo4 2.94 3.17 5.12 4.92 16.15 1.15 

Average 2.53 2.72 4.31 5.44 15.00 1.63 

 

In addition to the coding complexity reduction and coding 

efficiency, the complexity overhead (COH()) of classifiers in 

each stage and DLs are also analyzed, as shown in Table VII. 

The complexity overhead is defined as  

 
 

 

4

1 Proposed_ALL

1
100%

4

i

OH

i i

T QP
C

T QP






               (13) 

where TProposed_ALL(QPi) is the total time of the Proposed_ALL 

encoder. T(QPi) is the time cost of the learning algorithms, 

including feature extraction, classifier prediction, and training 

for the online learning.  is the classifications at DLi and total 

of the first stage classification, as well as total of the second 

stage classification. It is observed that average complexity 

overhead from DL0 to DL3 are 2.53%, 2.72%, 4.31% and 

5.44%, respectively, and 15.00% in total for the first stage 

classification. The major overhead comes from the frequent call 

of feature extraction (especially the features from pre-analysis) 

and SVM prediction. The overhead of the second stage online 

classification is 1.63% on average, which is much smaller 

compared with that of the first stage. This lies on three main 

reasons. Firstly, the number of FULL RDO samples is much 

smaller, which is about 3.67% to 41.60% on average (see Table 

V). Secondly, we strictly control the number of online training 

samples and Ntrain which is 2 for large resolution sequences. It 

reduces the number of supporting vectors. Thirdly, feature 

extraction of texture and context information is implemented 

and counted in the first stage classification. Meanwhile, getting 

features on coding information of the current CU is negligible. 

VI. CONCLUSIONS 

In this paper, we propose effective data driven Coding 

Unit (CU) size decision approaches for HEVC INTRA coding, 

which consists of two stages of learning based fast INTRA CU 

decisions at each CU decision layer. At the first stage 

classification, a three output classifier with offline learning is 

developed to early terminate the CU size decision or early skip 

the current CU depth. As for the samples neither early 

terminated nor early skipped in first stage, binary classification 

at the second stage, which is online trained from previous coded 

frames, is proposed to further enhance the CU size decision. 

Representative features are explored for different decision 

layers and stages of classifications. Finally, the optimal 

parameters derived from the training data are achieved to 

reasonably allocate complexity among different CU layers at 

given total rate-distortion degradation constraint. Extensive 

experiments demonstrate that the proposed algorithm 

outperforms the state-of-the-art schemes in complexity 

reduction and is effective. 
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