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Abstract. Three-dimensional (3-D) video technologies are becoming increasingly popular because they can provide high quality and immersive experience to end users. Depth image-based rendering (DIBR) is a key technology in 3-D video systems due to its low bandwidth cost as well as the arbitrary rendering viewpoint. We propose an object-based DIBR method by color-correction optimization. The proposed method first performs temporal consistent rendering to reduce the rendering complexity. Then, by segmenting the depth map into foreground and background, the object-based scalable rendering is performed to improve the rendering quality and reduce the rendering complexity. Finally, the rendered virtual view is further optimized by color-correction operation. Experimental results show that, compared to the results without the above optimization operations, the proposed method can reduce >40% computational complexity while maintaining high rendering quality.
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1 Introduction

Three-dimensional (3-D) video has gained popularity with its ability to give viewers an enhanced experience of multimedia in comparison to traditional two-dimensional (2-D) video. With these features, 3-D video will revolutionize visual media by enabling three-dimensional television (3-DTV) and free viewpoint video (FVV) applications.1–2 In these applications, 3-D TV offers depth perception of the scene, while FVV allows the user to freely select the viewpoint of the scene. This opens up many new and interesting research topics as well as applications, such as multiview imaging, multiview video coding, virtual viewpoint rendering for 3-DTV or FVV, etc.

In order to represent the 3-D scene, many 3-D video formats were proposed. Conventional multiview video format was the simplest representation that only color video data were involved. The next more complex format was a monoscopic color video plus associated per-pixel depth information representation, which had been investigated by the European information society technologies project “advanced three-dimensional television system technologies.”3 However, only a very limited continuum around the available original viewpoint was supported for such representation. Therefore, Moving Pictures Experts Group (MPEG) specified a multiview video plus depth (MVD) format for 3-D video representation,4 which had been widely used in research and standardization activities due to its flexible representation and compatibility with existing coding and transmission technologies. Recently, MPEG had started the exploration works on depth estimation and view synthesis for developing the 3-D video standard.5,6

In MVD representation, virtual view can be synthesized from MVD data by using depth image-based rendering (DIBR) technique.7 The main advantage of the DIBR technique compared to traditional image-based rendering (IBR) is that it can provide high-quality 3-D video with large viewing angle, which has emerged as a very promising rendering method for 3-D video display. Because accurate depth map acquisition is still an unsolved problem, DIBR requires solving high rendering quality due to the inaccurate depth information. Many works were carried out on this aspect.8–11 Oh et al. proposed a depth-based in-painting method to fill the holes caused by disocclusion regions and inaccurate depth values.9 Chen et al. proposed an edge-dependent Gaussian filter to solve the hole-filling problem in DIBR.10 Daribo et al. proposed a distance-dependent filtering method to smooth sharp depth changes near object boundaries.11 However, even though these methods can eliminate the influence of inaccurate depth information to a certain extent, how to improve the rendering quality in DIBR is still a very interesting problem in 3-D video research.

From another perspective, color inconsistency between views will greatly deteriorate the performance of the rendered virtual view. Color-correction preprocessing is an effective way to compensate the color inconsistency. Many color-correction preprocessing methods were proposed. Yamamoto et al. corrected luminance and chrominance of views by using lookup tables, the correspondences of which were detected by scale invariant feature transform.12 Fecker modified the luminance and chrominance variations by calculating lookup tables from histograms of two views.13 In our previous method, color correction was treated as an optimization problem, and the effective color mapping relationships were calculated by using dynamic programming technique.14 However, even though these preprocessing methods can achieve good...
performance, they can not completely resolve color inconsistence in view rendering, and current DIBR algorithms completely ignored the color inconsistency problem.

To date, how to improve the rendering quality and reduce the rendering complexity simultaneously remains an important problem worthy of study. In model-based rendering, the depth map was triangulated into meshes so as to make use of high-speed graphical hardware. To avoid real-time triangulation, the current DIBR algorithm in 3-D video adopted per-pixel depth information. However, the rendering complexity is comparatively high for pixelwise rendering because the warping operation should be repeated for each pixel. This paper proposes an object-based rendering method for 3-D video systems in order to promote their rendering performances. The main characteristics of the proposed method are as follows:

1. By properly segmenting depth map into foreground and background, the rendering quality can be significantly improved.
2. By implementing temporal consistent rendering and block-based scalable rendering, large rendering complexity reduction can be achieved.
3. By conducting appropriate color-correction optimization, the perceptual quality of the rendered view can be improved.

This remainder of this paper is organized as follows. In Sec. 2, a problem in 3-D video system is discussed. Section 3 presents the proposed object-based DIBR method. The experimental results are analyzed in Sec. 4, and conclusions are drawn in Sec. 5.

2 Problem Description in Three-Dimensional Video System

The system framework of 3-D video systems is illustrated in Fig. 1. In the system, the MVD format data consist of several camera sequences of color images and associated depth maps, as illustrated in Fig. 2. The 3-D video system includes a number of sophisticated processing steps that are partially unresolved and still require research. At the sender side, multi-view color images are captured with multiple cameras. The captured images may contain the misalignment and color differences of the cameras. Then image correction, including geometric calibration and color correction as well as depth estimation, are the key technologies to be implemented. Then, depth and color video data are compressed in a joint encoding or independent encoding mode. At the client side, after receiving both depth and color video bit streams, virtual views are synthesized by DIBR technique. Therefore, MVD data coding as well as DIBR are crucial processes in the 3-D video system because they will affect the transmission capacity and rendering quality in the system.

However, most existing multiview video coding (MVC) schemes have not taken regional selective attention and 3-D depth perception of human visual system (HVS) into consideration. It has been revealed that HVS is more sensitive to the distortion in region of interest (ROI) than the background region. This property has been successfully applied to depth perceptual ROI-based MVC. For depth map coding, the impact on the quality of the rendered view is an important factor to evaluate the performance of depth map coding algorithms. According to the analysis in Ref. 24, because the rendering position error increases monotonically as the coding error increases, the importance of different regions for rendering should be different. As shown in Fig. 3, by analyzing the just-noticeable difference of depth for view rendering, four types of blocks are used to classify the depth map based on their importance for view rendering. It is obvious that depth map distortion in boundaries and foreground regions will have a great impact on the rendering quality against other regions.

Therefore, an object-based approach should be an important inspiration to yield better rendering results. Besides, the object-based approach has other outstanding advantages. First, it is forward compatible with the ROI-based coding framework. Second, desirable functionalities such as scalability of contents and interactivity with individual objects can be further enhanced. In this paper, we only focus on the rendering problem in 3-D video system. In order to promote the rendering performance in quality and complexity, the proposed object-based rendering approach aims to solve the following two issues. One is how to reduce the rendering complexity by fully exploiting the redundant information from adjacent pixels in depth map or successive pixels in depth sequence. The other is how to improve the rendering quality on the premise of low complexity by object-based project methodology. The key novelty of our work is that we take full advantage of available information in a 3-D video system in order to achieve overall lower rendering complexity as well as higher rendering quality.

![Fig. 1 System framework of 3-D video system.](image-url)
3 Proposed Object-Based Depth Image-Based-Rendering Method by Color-Correction Optimization

DIBR is a technique to render a virtual view image by warping the pixels of a reference view image to a target view image using the per-pixel depth value. 26 3-D warping projects an image to another image plane. It can be decomposed into two fundamental steps. First, the pixel position \((x, y)\) at the frame coordinate system of camera at \(p\), is projected into a world coordinate \([u, v, w]^T\). With intrinsic parameter matrix \(A_p(3 \times 3)\) of the camera at \(p\), rotation matrix \(R_p(3 \times 3)\), and the translation vector \(T_p(3 \times 1)\), this projection can be represented as
\[
[u, v, w]^T = R_p \cdot A_p^{-1} \cdot [x, y, 1]^T \cdot Z_p(x, y) + T_p.
\]

Then, \([u, v, w]^T\) is mapped to coordinate \([x', y', z']^T\) of the virtual camera at \(p'\) with \(A_{p'}\), \(R_{p'}\), and \(T_{p'}\)
\[
[x', y', z']^T = A_{p'} \cdot R_{p'}^{-1} \cdot ([u, v, w]^T - T_{p'}).\]

We can find that coordinate transformation in the above projection equations will spend high computational cost.

Ideally, when one pixel is projected from one camera to another camera, 13 floating-point multiplications and 12 floating-point additions are needed. Because of the extremely high computational complexity in 3-D warping, the capability of DIBR technique will be limited for low complexity applications. In what follows, we are interested in reducing the complexity of 3-D warping under the object-based framework. In principle, adjacent pixels may have a similar warping relation.

According to the above analyses, we propose an object-based DIBR method for 3-D video. General framework of the proposed method is given in Fig. 4. In the framework, the MVD data and object mask are inputted from encoder. First, temporal-consistent regions are detected and temporal-consistent rendering is performed to reduce the rendering complexity. Then, based on object-mask information, the depth map is segmented into foreground and background, and the object-based scalable rendering is performed to improve the rendering quality and reduce the rendering complexity. Finally, color correction is implemented to optimize the rendered results. In the framework, three key technologies are performed that are essentially correlative.


3.1 Temporal Consistent Rendering

According to the analysis, when a macroblock (MB) at current frame has the SKIP mode, the corresponding MB in the previous frame tends to have the same depth value as well. On the basis of this statistical tendency, the warping relations of these MBs in the current frame can be directly decided by referring to the previous frame without additional calculation. In order to identify the relation, a MB temporal consistency (MTC) parameter at time t, denoted as MTC_t, is defined. The decision rule for obtaining MTC_t can be expressed as

\[ MTC_t = \begin{cases} 
1, & \text{if } \text{MODE}_d = \{\text{SKIP}\} \\
0, & \text{otherwise} 
\end{cases} \]  

(3)

Here, if MTC_t = 1, then the warping relation in the previous frame is directly adopted for the current MB. Otherwise, the warping relation is calculated for each pixel in the MB. Figure 5 shows the flowchart of the proposed warping algorithm. In the algorithm, in order to reduce the warping complexity for these pixels with MTC_t(x, y) = 0, the warping operation is further optimized by object-based scalable rendering approach. The detailed approach is described in Sec. 3.2.

3.2 Object-Based Scalable Rendering

However, scenes with large depth variations will lead to serious rendering artifacts, such as ghosting and blurring around depth discontinuities. An effective approach to yield better rendering results is to segment the scene into different depth layers so that the adverse effect of depth discontinuities can be mitigated by matting and inpainting techniques. This idea has been demonstrated in the layered depth image, which is possible to detect occlusion and interpolate the image pixels in rendering. An object-based scalable rendering method with much less computational complexity is proposed in this paper.

An important step in the object-based approach is to segment objects into different depth layers. It is assumed that object mask information is transmitted from the encoder, because it is very time consuming to extract the object information at the decoder side. In the proposed method, the extracted object mask in Ref. 23 is directly used, which can be viewed as a generalization of the depth perceptual ROI for MVC. The ROI object is modeled by combining the features from motion, depth, and texture, and it is defined as

\[ M_{\text{ROI}} = [M_m, M_c, M_f, M_d]. \]  

(4)

where \( M_m, M_c, M_f, \) and \( M_d \) denote motion mask, contour mask, foreground mask, and depth mask, respectively. In order to clearly represent the object distribution information for each pixel, if a pixel belongs to the ROI object, \( M_{\text{ROI}}(x, y) = 1 \); otherwise, \( M_{\text{ROI}}(x, y) = 0 \). The corresponding detailed equations can be referred in Ref. 23.

Then, after excluding those pixels with \( M_{\text{ROI}}(x, y) = 1 \) from the extracted ROI object, the object mask for rendering can be expressed as

\[ M_{\text{obj}}(x, y) = \begin{cases} 
1, & \text{if } MTC_t(x, y) = 0 \text{ and } M_{\text{ROI}}(x, y) = 1 \\
0, & \text{if } MTC_t(x, y) = 0 \text{ and } M_{\text{ROI}}(x, y) = 0 
\end{cases} \]  

(5)

Similarly, if \( M_{\text{obj}}(x, y) = 1 \), the pixel belongs to the foreground object; otherwise, it belongs to the background object. As shown in Fig. 6, by applying the object mask \( M_{\text{obj}} \) on “Ballet” and “Breakdancers” sequences, the foreground object is detected as marked in black.

From another perspective, according to the analysis, if a pixel in the reference image at location \((x, y)\) in the reference image is projected to \((x', y')\) in the virtual image, its adjacent pixel \((x + 1, y)\) in the reference image will be approximately projected to \((x' + 1, y')\) in the virtual image if their depth values are similar. This approximation will hold true for most regions with a flat depth map. Therefore, we define eight MB partition types according to their block sizes, such as 8 × 8, 8 × 4, 4 × 8, 4 × 4, 4 × 2, 2 × 4, 2 × 2, and single pixel, as shown in Fig. 7. For block-based scalable rendering, the projection relation is approximately the same for all pixels within the block if the block is proved to be flat. Thus, only one projection is needed for all pixels within the block. We use the following first-order form variance information to determine the flatness of the block:

\[ v_B = \frac{1}{p \times q} \sum_{(x, y) \in \Omega} |d(x, y) - m_B|, \]  

(6)

\[ m_B = \frac{1}{p \times q} \sum_{(x, y) \in \Omega} d(x, y), \]  

(7)

where \( d(x, y) \) denotes depth value in the pixel position \((x, y)\), \( p \times q \) denotes the block size, and \( \Omega \) is the set of all pixels within the block. If the current block satisfies \( v_B \leq T_r \), then
it is regarded as flat. Otherwise, the block will continue to be split in a scalable manner. Here, $T_f = 1$ in the experiment.

Then, by combining the above object- and block-based scalable rendering schemes, the detail algorithm is described as follows:

**Step 1.** In order to avoid ghosting artifacts at the boundaries, the boundary pixels are first projected from source view to the virtual view by using pixelwise warping.

**Step 2.** Then, in order to avoid the problem that the pixels with large depth values are projected to the location of the pixels with small depth values, the foreground object is first projected. Small block scalability from $4 \times 4, 4 \times 2, 2 \times 4, 2 \times 2$ to single pixel is used to achieve the projection from the source view to the virtual view, and small holes in the warped image are interpolated from neighboring available pixels.

**Step 3.** Finally, large block scalability from $8 \times 8, 8 \times 4, 4 \times 8, 4 \times 4$ to single pixel is used to project the background object from the source view to the virtual view. If the pixel has been projected in the warped image, then it is no longer necessary to project again in this step.

### 3.3 Proposed Color-Correction Optimization Method

After generating the corresponding virtual views from left and right source views, the next step is view blending to combine the warped virtual views. The general intermediate-view interpolation method is a weighted sum of two images based on their baseline distance. 29 In the proposed method, in order to simplify the blending operation, the supposed left view as the base view and the right view as the assistant view, the virtual view synthesis is expressed as

$$I_v(x_v, y_v) = \begin{cases} 
I_l(x_l, y_l) & \text{if } (x_l, y_l) \text{ is visible in left view} \\
I_r(x_r, y_r) & \text{if } (x_r, y_r) \text{ is only visible in right view}, \\
0 & \text{otherwise} 
\end{cases}$$

where $I_l(x_v, y_v)$, $I_l(x_l, y_l)$, and $I_r(x_r, y_r)$ are the pixel values of the matching points in virtual view, left view, and right view, respectively, and $I_v(x_v, y_v) = 0$ denotes a hole point. It should be noted that in the proposed DIBR method, in order to solve the following problems, such as hole filling, visibility, and resampling, the similar means with view synthesis reference software is used.

However, due to the difficulty in acquiring accurately scene color in different camera viewpoints, there may be obvious color differences between newly added regions and
Fig. 8 View blending operation in DIBR.

its surrounding regions after view blending. As depicted in Fig. 8, these inconsistencies might lead to some noticeable artifacts in the virtual view. Therefore, additional color-correction operation must be designed to ensure color consistency in the virtual view. Here, we propose a color-correction algorithm embedded in the rendering framework. The detailed color-correction algorithm is described as follows:

**Step 1.** For the warped pixels from base view, we compute the means and standard deviations of all the warped pixels in YUV color space, denoted by $\mu_Y^1, \mu_U^1, \mu_V^1, \delta_Y^1, \delta_U^1, \delta_V^1$, and the number of the warped pixels denoted by num1.

**Step 2.** For the warped pixels from assistant view, we compute the means and standard deviations of all the warped pixels in YUV color space, denoted by $\mu_Y^2, \mu_U^2, \mu_V^2, \delta_Y^2, \delta_U^2, \delta_V^2$, and the number of the warped pixels denoted by num2.

**Step 3.** We weight the means and standard deviations for base view and assistant view, and the weighted the mean and standard deviation for the Y component are expressed as

$$
\mu_Y = \frac{\mu_Y^1 \times \text{num1} + \mu_Y^2 \times \text{num2}}{\text{num1} + \text{num2}},
$$

$$
\delta_Y = \frac{\delta_Y^1 \times \text{num1} + \delta_Y^2 \times \text{num2}}{\text{num1} + \text{num2}}.
$$

**Step 4.** We conduct color correction for the pixels in the synthesized view based on their classification results, and the correction equation for Y component is expressed as

$$
Y'(x, y) = \begin{cases} 
\frac{\delta_Y}{\delta_1}(Y(x, y) - \mu_Y^1) + \mu_Y^1, & \text{if} (x,y) \in \text{base view} \\
\frac{\delta_Y}{\delta_2}(Y(x, y) - \mu_Y^2) + \mu_Y^2, & \text{if} (x,y) \in \text{assistant view}
\end{cases}
$$

where $Y(x, y)$ denotes the corrected value of the pixel. For UV components, similar operations with steps 3 and 4 are performed.

However, color incoherence will be still obvious in the blended boundaries even after color correction. In other words, color correction alone cannot remove all the color difference in the rendered view. In order to eliminate such noises in the rendered view, a filtering operation is designed. As shown in Fig. 9, the ghost contour is first detected from the rendered view, and it is then expanded to cover the boundaries between foreground and background. Then, a three-tap low-pass filter is applied to the contour in both horizontal and vertical directions to reduce the ghost contour and provide a more natural appearance.

4 Experimental Results

In order to evaluate the performance of the proposed DIBR method, several experiments are conducted with test sequences of “Ballet” and “Breakdancers.” The sequences are captured by Microsoft Research, and the depth maps of these sequences had been computed by using a stereo-matching algorithm. In the rendering experiments, the fourth and sixth views are regarded as base and assistant views, and the fifth view is regarded as virtual view. In order to
objectively measure the performances of the proposed method, we design the following three schemes:

**Scheme 1.** Traditional pixel-wise DIBR method with color correction optimization

**Scheme 2.** The proposed DIBR method without color correction optimization

**Scheme 3.** The proposed DIBR method

Noted that, for scheme 1, pixel-based warping is performed for all pixels, and color-correction optimization in the framework is still preserved.

### 4.1 Subjective Rendering Results

Because different bit-allocation strategies between the color video and depth map will affect the rendering quality, in order to eliminate these influences, original color video and depth map are used to synthesize the virtual view. Figures 10(a)–10(c) and 11(a)–11(b) show the original depth maps in views 4 and 6. Compared to the original virtual view images in Figs. 10(c)–11(c), the rendered virtual view images using the three schemes in Figs. 10(d)–10(f) and 11(d)–11(f) have much better subjective results. However, the rendered virtual view images generated by scheme 2 have noticeable artifacts in the disoccluded boundaries, as enlarged in Figs. 12 and 13. Obviously, the proposed color-correction optimization can eliminate these artifacts in the rendered virtual view images. Besides, the differences between the rendered virtual view images using scheme 1 and the proposed scheme are insignificant, but the computational complexity is vastly different.
Fig. 12 Detail examples for rendering results of “Ballet:” (a) Original virtual view image, (b) the rendered virtual view image by scheme 1, (c) the rendered virtual view image by scheme 2, and (d) the rendered virtual view image by scheme 3.

Fig. 13 Detail examples for rendering results of “Breakdancers:” (a) Original virtual view image, (b) the rendered virtual view image by scheme 1, (c) the rendered virtual view image by scheme 2, and (d) the rendered virtual view image by scheme 3.

Table 1 Objective performance comparison of different schemes.

<table>
<thead>
<tr>
<th>Sequences</th>
<th>Ballet</th>
<th>Breakdancers</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR (dB)</td>
<td>SSIM</td>
<td>PSNR (dB)</td>
</tr>
<tr>
<td>Scheme 1</td>
<td>32.07</td>
<td>0.8615</td>
</tr>
<tr>
<td>Scheme 2</td>
<td>31.66</td>
<td>0.8492</td>
</tr>
<tr>
<td>Scheme 3</td>
<td>31.83</td>
<td>0.8526</td>
</tr>
</tbody>
</table>

Table 2 Speedup performance comparison of different schemes.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>QP</th>
<th>Proposed (ms)</th>
<th>Saving (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ballet</td>
<td>20</td>
<td>22.56</td>
<td>44.98</td>
</tr>
<tr>
<td></td>
<td>28</td>
<td>19.91</td>
<td>51.44</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>18.71</td>
<td>54.37</td>
</tr>
<tr>
<td></td>
<td>36</td>
<td>17.32</td>
<td>57.77</td>
</tr>
<tr>
<td>Breakdancers</td>
<td>20</td>
<td>23.05</td>
<td>43.79</td>
</tr>
<tr>
<td></td>
<td>28</td>
<td>22.05</td>
<td>46.23</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>21.13</td>
<td>48.46</td>
</tr>
<tr>
<td></td>
<td>36</td>
<td>19.86</td>
<td>51.57</td>
</tr>
</tbody>
</table>

4.2 Objective Rendering Results

In order to objectively evaluate the quality of the rendered view, the original virtual view is regarded as the reference, and the average peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) evaluation values between the rendered and reference views are measured. Table 1 shows the average PSNR and SSIM comparison results for each frame. From the results, it can be seen that scheme 1 gives the best rendering quality, and the proposed scheme follows closely to scheme 1, while scheme 2 gives the worst performance against other schemes. That is to say, the proposed color-correction optimization operation can largely promote the rendering quality, and the proposed object-based scalable rendering operation will slightly degrade the rendering quality. The overall rendering quality of the proposed scheme is very close to the results in Ref. 9, and in some cases, the proposed scheme will be better than Ref. 9.
In order to objectively evaluate the computational complexity of the proposed method, we measure the software execution time of pixelwise rendering and object-based scalable rendering schemes in the same test condition. The algorithm is executed through a PC in Visual C ++ .NET version 2005. The test PC was equipped with a 2.1-GHZ Intel Core2 Duo CUP and 1 GB DDR SDRAM memory. Because 3-D warping will occupy most of the computational complexity in view rendering, we only calculate the time of 3-D warping in the rendering process. The comparison results are shown in Table 2. It is obvious that compared to the pixelwise rendering scheme, the proposed object-based scalable rendering scheme can significantly reduce the computational complexity, ranging from 43.79 to 57.77%. Moreover, the speed of warping will be improved with the increasing quantization parameter (QP) value. This is because more MBs are encoded by the SKIP mode with a larger QP value, and the warping relations of more MBs are directly copied from the previous frame. Thus, large savings of the computational complexity can be achieved.

5 Conclusions
DIBR is a key technology in 3-D video system. In this paper, an object-based DIBR method is proposed by color correction optimization. The proposed method takes the redundant information for rendering into account, providing significant complexity reduction. Moreover, the proposed method segments the depth map into foreground and background objects to improve the rendering quality. In the future, we will undertake further research on three aspects. First, depth-map enhancement method can be used to improve the rendering quality. Second, object boundaries processing can be used to eliminate ghost contour. Third, the rendering performance can be further promoted by using some quality improving techniques.
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